
Acta Materialia 181 (2019) 262–277 

Contents lists available at ScienceDirect 

Acta Materialia 

journal homepage: www.elsevier.com/locate/actamat 

Full length article 

A phase-field model for hydride formation in polycrystalline metals: 

Application to δ-hydride in zirconium alloys 

Tae Wook Heo 

a , ∗, Kimberly B. Colas c , d , Arthur T. Motta 

c , b , Long-Qing Chen 

b 

a Materials Science Division, Lawrence Livermore National Laboratory, Livermore, CA 94550, USA 
b Department of Materials Science and Engineering, The Pennsylvania State University, University Park, PA 16802, USA 
c Department of Nuclear Engineering, The Pennsylvania State University, University Park, PA 16802, USA 
d CEA/DEN/Service d’Etude des Matériaux Irradiés, CEA/Saclay, 91191 Gif-sur-Yvette Cedex, France 

a r t i c l e i n f o 

Article history: 

Received 30 May 2019 

Revised 21 August 2019 

Accepted 24 September 2019 

Available online 28 September 2019 

Keywords: 

Metal–hydrogen interactions 

Hydride formation 

Polycrystals 

Zirconium hydrides 

Phase-field model 

a b s t r a c t 

We report a phase-field model for simulating metal hydride formation involving large volume expan- 

sion in single- and polycrystals. As an example, we consider δ-hydride formation in α-zirconium (Zr), 

which involves both displacive crystallographic structural change and hydrogen diffusion process. Ther- 

modynamic Gibbs energy functions are extracted from the available thermodynamic database based on 

the sublattice model for the interstitial solid solutions. Solute-grain boundary interactions and inhomo- 

geneous elasticity of polycrystals are taken into consideration within the context of diffuse-interface 

description. The stress-free transformation strains of multiple variants for hcp -Zr ( α) to fcc -hydride ( δ) 

transformation are derived based on the well-established orientation relationship between the α and δ
phases as well as the corresponding temperature-dependent lattice parameters. In particular, to account 

for the large volume expansion, we introduced the mixed interfacial coherency concept between those 

phases—basal planes are coherent and prismatic planes are semi-coherent in computing the strain energy 

contribution to the thermodynamics. We analyzed the morphological characteristics of hydrides involving 

multiple structural variants and their interactions with grain boundaries. Moreover, our simulation study 

allows for the exploration of the possible hydride re-orientation mechanisms when precipitating under 

applied tensile load, taking into account the variation in the interfacial coherency between hydrides and 

matrix, their elastic interactions with the applied stress, as well as their morphology-dependent inter- 

actions with grain boundaries. The phase-field model presented here is generally applicable to hydride 

formation in any binary metal–hydrogen systems. 

© 2019 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved. 
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1. Introduction 

The metal–hydrogen interaction is an important topic in phys-

ical metallurgy owing to the diversity of its scientific issues as

well as the duality of its roles in a broad range of practical appli-

cations. A representative example for the desirable incorporation

of hydrogen in metals is hydrogen storage, i.e. , storing hydrogen

in metals by forming simple or complex hydrides for the utility

of its high-density clean energy [1–3] . On the other hand, the

metal–hydrogen interaction may play a corrosive role, leading

to mechanical failure of a metallic alloy due to the brittleness

of the hydrides. For instance, the precipitation of a hydride rim

may cause accelerated corrosion in Zr alloys [4] . Interestingly, the

brittle hydrides can also be practically utilized to produce smaller
∗ Corresponding author. 
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etallic particles via ball-milling and thermal decomposition pro-

esses ( e.g. , Ti–H for producing small Ti particles [5 , 6] ). To better

tilize and control those positive and negative roles of hydrogen

n metals, respectively, it is essential to establish a fundamental

nderstanding of their thermodynamic and kinetic responses to

he operating conditions. To that end, there have been a number

f computational efforts in modeling metal–hydrogen interac-

ions. These include fundamental computational thermodynamic

alculations of metal–hydrogen systems [7] , phenomenological

inetic modeling of hydrogenation [8] , atomistic modeling and

imulations of hydrogen diffusion [9–11] , hydrogen–solid surface

eaction [12–15] , metal/hydride interfaces [16–18] , and so forth. 

However, in most cases, predicting the overall performance

f operating metal–hydrogen interaction mechanisms is not

traightforward due to the complicated multiphysics nature of

hese systems. In particular, hydride formation in metals, which

s a key metal–hydrogen interaction, involves multiple physi-

al, chemical, and materials processes, including adsorption of

https://doi.org/10.1016/j.actamat.2019.09.047
http://www.ScienceDirect.com
http://www.elsevier.com/locate/actamat
http://crossmark.crossref.org/dialog/?doi=10.1016/j.actamat.2019.09.047&domain=pdf
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ydrogen-containing molecules, hydrogen diffusion, and phase

ransformation [1] . These processes are concurrent and inherently

oupled, adding complexity to analyzing the hydride formation

echanisms. Moreover, the thermodynamics and kinetics of the

rocesses are also strongly influenced by the associated mi-

rostructure of the parent metal and hydride precipitates [19 , 20] .

herefore, to better establish a fundamental mechanistic under-

tanding of the coupled processes, it is necessary to devise a

omprehensive modeling framework within which the relevant

hermodynamic and kinetic factors, microstructural effects, and

orresponding materials parameters are consistently assembled. 

In this work, to develop an integrated mesoscale modeling plat-

orm for simulating hydride formation in metals, we employ the

hase-field method [21–26] based on the diffuse-interface theory

27] using α-zirconium (Zr) as a model system. Zr alloys are widely

tilized as structural materials in the nuclear energy industry for

uclear fuel cladding owing to their good mechanical properties,

xcellent high temperature corrosion resistance, and low neutron

apture cross-section. However, in light water reactors, the Zr al-

oys claddings gradually pick up hydrogen generated by the cor-

osion reaction and water radiolysis, resulting in the formation of

ydrides when the solubility of hydrogen in Zr is exceeded [28] .

t is widely known that hydride formation during reactor opera-

ion degrades the mechanical behavior of the cladding, causing hy-

ride embrittlement which can limit the lifetime of the component

29 , 30] . Moreover, the mechanical properties and performance of

he Zr alloys are highly sensitive to the specific hydride microstruc-

ural configurations including shape, distribution, and orientation

f the hydride particles. For example, when the hydrided cladding

s subjected to high temperature ( ∼30 0–40 0 °C for example) and

pplied loading during drying in preparation for dry storage or

ransportation of spent fuel, hydride platelets can dissolve and pre-

ipitate in a re-oriented direction from circumferential to radial

rientations relative to the cladding tube geometry [31–33] . The

e-oriented hydrides significantly degrade cladding ductility and

an ultimately cause its mechanical failure since the fracture ini-

iation and propagation can occur through the re-oriented radial

ydrides. However, our understanding of the relevant microstruc-

ural mechanisms is still limited. Therefore, as these safety issues

ecome increasingly important, predicting the hydride precipitate

icrostructures under the diverse processing and/or service con-

itions is a crucial step to ensuring long-term cladding stability

gainst mechanical failure both during normal operation and long-

erm storage. 

To model hydride formation and corresponding hydride mi-

rostructures, a number of phase-field models have been pro-

osed. The first successful phase-field model for Zr hydride for-

ation was proposed by Ma et al. focusing on nucleation and

rowth of the coherent γ -hydride and the effects of applied load

34] . This model was extended to simulate the formation of γ -

ydride in bi-crystalline Zr [35 , 36] and to consider hydrogen dif-

usion and γ -hydride formation under a non-uniform stress field

ear a blunt notch [37] . To account for the plastic strains that ac-

ommodate the large volume expansion arising from hydride for-

ation, Guo et al. developed an elastoplastic phase-field model

38] for simulating γ -hydride precipitation in Zr [39] and stud-

ed hydride formation in the presence of structural flaws such as

racks [40] . Thuinet et al. developed a phase-field model for in-

estigating metastable ζ -hydrides focusing on the role of inhomo-

eneous elasticity [41 , 42] . Recently, more quantitative phase-field

odels were proposed to consider the temperature-dependent be-

aviors of hydride precipitation in Zr [43–45] . Incorporating the

ALPHAD (CALculation of PHAse Diagrams) database of the Zr–H

inary system into the phase-field framework was also discussed

46] . More recently, Bair et al. applied the multiphase-field model

47] for considering metastable ζ and γ phases and studying their 
oles in nucleation and growth of the stable δ hydride [48] . Han

t al. reported their micromechanical phase-field model for investi-

ating stacking structure formation of δ hydride precipitates in sin-

le crystal Zr, focusing on interfacial energy anisotropy and elastic

nteraction [49] . They proposed the hydride re-orientation mecha-

ism based on local elastic energy-dependent nucleation sites near

re-existing hydride plates. Relevant review articles are currently

vailable [28 , 50 , 51] . 

Here, we propose a comprehensive diffuse-interface mesoscale

odel that can investigate the underlying physics and associated

echanisms of hydride formation to predict hydride microstruc-

ure evolution in polycrystalline metals. We employ the δ hy-

ride in the Zr–H system as a representative model system. We

mphasize that the proposed model accounts for realistic ther-

odynamic energetics, mass transport kinetics, and several non-

deal factors focusing on metal/hydride interfacial coherency loss,

ydrogen–grain boundary interaction, and hydride–grain boundary 

nteraction. 

. Phase-field modeling framework 

Our modeling framework is essentially the synthesis of the

hase-field models for diffusional [52] and displacive [53] phase

ransformations in polycrystals, which include the physically-

onsistent descriptions for multivariant characteristics [54–59] ,

nhomogeneous elasticity [60] , solute–grain boundary interaction

61] , and structural variant-grain boundary interaction [53] . In

ddition, our framework incorporates the available CALPHAD

atabase in a thermodynamically consistent way. In this section,

e present the essential modeling components that are systemat-

cally assembled within our diffuse-interface modeling framework. 

.1. Gradient thermodynamics 

We chose the formation of hydrides in the Zr–H system as a

epresentative example since this system exemplifies fundamen-

al phase transformation mechanisms including both diffusional

nd displacive-types of transformations. We focus on the δ-hydride

hase in α-Zr, which is the most commonly observed stable hy-

ride phase formed in α-Zr alloys in service under practical reac-

or conditions [31 , 62–64] . To model hydride formation within the

hase-field context [21 , 27 , 65] , we first define the necessary field

ariables that can properly describe the variation of the thermody-

amic state and their kinetic pathways, which determine the mi-

rostructural features of the given material system in service. The

ormation of hydrides in a polycrystal involves three major coupled

rocesses: ( i ) hydrogen diffusion, ( ii ) crystallographic structural

ransformation, and ( iii ) their interactions with grain boundaries.

ccordingly, to account for these processes, three types of field

ariables are required: hydrogen composition ( u ), structural order

arameter ( ηpg ), and grain order parameter ( �g ). For simplicity, we

mploy static grain order parameters, which are only necessary for

escribing interactions of structural variant and composition with

rain boundaries. For the hydrogen composition, we use the atomic

atio of H to Zr for mathematical convenience in describing the

hermodynamic model for an interstitial solid solution. Note that

e use the two indices p and g for the structural order parameters

o identify the structural variants in individual grains. Specifically,

escription of the α-Zr to δ-hydride transformation requires mul-

iple structural order parameters. In particular, this involves an hcp

o fcc crystallographic structural change [66] , resulting in three dis-

inct structural variants due to possible 3-fold symmetric shearing

irections [49] as discussed in Section 2.2 . Accordingly, we employ

hree structural order parameters ( i.e., p = 1, 2, 3) in each grain.

ithin the context of the diffuse-interface description [27] , the to-

al free energy functional is represented by the volume ( V ) integral
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with the defined field variables ( u, ηpg , �g ) as the following: 

F = 

∫ 
�

[ 
f ( u, { ηpg } ) + ω η · q ( { ηpg } ) − m g · g ( { ψ g } ) · u + 

κu 

2 

(
�
 ∇ u 

)2 

+ 

∑ 

p,g,i, j 

κg 
η,i j 

2 

∇ i ηpg ∇ j ηpg + e coh 

] 

dV, (1)

where f is the composition- and phase-dependent free energy den-

sity, ω η is the energy barrier parameter, q is the Landau-type free

energy density, m g and g are the solute-grain boundary interaction

parameter and potential topology function, respectively, κu and

κg 
η,i j 

are the gradient energy coefficients for composition and order

parameters, respectively, and e coh is the coherency strain energy. 

In fact, ( f + ω η · q ) represents the entire bulk free energy den-

sity of a transforming system. The energy barrier for the structural

transformation is characterized by the parameter ω η and the fol-

lowing Landau-type free energy: 

q ( { ηpg } ) = 

∑ 

p.g 

η2 
pg · ( ηpg − 1 ) 

2 
, (2)

For the composition- and phase-dependent free energy part f ,

we adopt the thermodynamic description of the Kim-Kim-Suzuki

( KKS ) model [67] . Within this model, the interphase boundary is

regarded as a mixture of the adjoining phases with equal chemical

potentials. Therefore, the free energy density f and the composition

(or atomic ratio) u ( = n H / n Zr , where n H , n Zr are mole numbers of H

and Zr atoms) of the mixture are written as: 

f ( u, { ηpg } ) = h ( { ηpg } ) · f δm 

( u δ ) + ( 1 − h ( { ηpg } ) ) · f αm 

( u α) , (3)

u = h ( { ηpg } ) · u δ + ( 1 − h ( { ηpg } ) ) · u α, (4)

where f δm 

and f αm 

are the Gibbs energy functions for δ-hydride

and α-Zr phases, respectively, and u δ and u α are the atomic ra-

tios of H to Zr in the δ and α phases, respectively. For the in-

terpolation function in Eqs. (3) and (4) , we employed h ( { ηpg } ) =∑ 

p.g η
3 
pg ( 6 η

2 
pg − 15 ηpg + 10 ) , which is widely used for the KKS

model since it exhibits appropriate mathematical properties that

do not cause unphysical artifacts: ( i ) h ( η = 0 ) = 1 , h ( η = 1 ) = 1 ;

(ii ) ∂ h/∂ η| η=0 , 1 = 0 ; ( iii ) ∂ 2 h/∂ η2 | η=0 , 1 = 0 . Eqs. (3) and (4) are

coupled by the following equal chemical potential condition:

∂ f/∂ u = ∂ f δm 

( u δ ) /∂ u δ = ∂ f αm 

( u α) /∂ u α . Note that this condition

eliminates the unphysical interfacial potential [67] that usually

limits the choice of interfacial thickness for large size scale phase-

field simualtions. Moreover, the thermodynamic driving force for

the phase transformation can be clearly described by the free en-

ergy part f without the mathematically uncontrollable interfacial

potential owing to the condition of equal chemical potential. 

For the Gibbs energies for both α- and δ-phases of the Zr-H sys-

tem, we adopt the sublattice model [68] to consistently implement

the existing CALPHAD thermodynamic database for those intersti-

tial solid solutions [69] . To describe the nonstoichiometric binary

solid solution Z r a H b−ε , we employ two sublattices for the Zr and H

sites: ( Zr ) a ( H, v H ) b , where the first sublattice sites are assumed to

be fully occupied by Zr, and the second sublattice sites ( i.e. , tetra-

hedral sites for both α and δ phases [66 , 69] ) are assumed to be

partially occupied by H ( i.e. , occupied by H and vacant sites v H ).

The subscripts a and b represent the numbers of moles of the sub-

lattice sites per mole of the formula unit of the solid solution. Note

that α phase is the interstitial solid solution of H in hcp Zr with a

b / a site ratio 1, and δ-hydride is the hypo-stoichiometric fcc hy-

dride with the b / a site ratio 2. Following the thermodynamic de-

scription of this model, we define the site fraction ( y ) of H in the

second sublattice: y = n II 
H 
/n II 

sub 
, where n II 

H 
and n II 

sub 
are the (mole)

numbers of the H atoms and total available sites, respectively, in

the second sublattice. We then write the Gibbs energy function
 ( G | H 

SER ) 
φ
m 

) per mole of alloy atoms with respect to the standard

lement reference (SER) for phase φ ( = α or δ) as the following

69] : 

G | H 

SER 
)φ

m 

= G 

re f,φ
m 

+ G 

id,φ
m 

+ G 

xs,φ
m 

, (5)

here G 

re f,φ
m 

is the molar reference Gibbs energy of mixing, G 

id,φ
m 

is

he molar Gibbs energy of mixing for an ideal solution, and G 

xs,φ
m 

is

he excess Gibbs energy of mixing due to non-ideal solute-solvent

nd solute-solute interactions. Details of the individual Gibbs en-

rgy terms in Eq. (5) can be found in Supplemental material S1 . 

As discussed above, we introduced the atomic ratio of H to Zr

 u = n H / n Zr = X H / X Zr , where n H and n Zr are mole numbers ( X H and

 Zr are mole fractions) of H and Zr atoms, respectively) to account

or the hydrogen composition. It is important to note that this al-

ows us to avoid the mathematical inconvenience that arises from

he varying denominator with the changing interstitial hydrogen

ontent when we use the usual definition of the composition X H 

 = n H / ( n Zr + n H ) , where n H , n Zr are mole numbers of H and Zr

toms). The conversion relation between y and u for ( Zr ) a ( H, v H ) b 
s given as u = ( b · y ) /a . To consistently deal with the Gibbs ener-

ies across relevant phases with different stoichiometries using the

ariable u , we define the Gibbs energy per mole of Zr atoms (or

ormula unit of the hydride) instead of all alloy atoms. Therefore,

he free energy functions in Eq. (3) can be written as: 

f 
φ
m 

= 

1 

X Zr 

·
(
G | H 

SER 
)φ

m 

= 

a + b · y 

a 
·
(
G | H 

SER 
)φ

m 

. (6)

We also note that this definition naturally permits using the

erivatives of the free energy functions with respect to u in order

o consistently define the relevant physical quantities. For example,

he chemical potential of H can be written as: 

H = 

∂ 
(
G | H 

SER 
)φ

m 

∂ X H 

= 

( 1 / X Zr ) · ∂ 
(
G | H 

SER 
)φ

m 

( 1 / X Zr ) · ∂ X H 

= 

∂ 
[ (

G | H 

SER 
)φ

m 

/ X Zr 

] 
∂ [ X H / X Zr ] 

= 

∂ f 
φ
m 

(
u φ

)
∂ u φ

. (7)

The third term ( −m g · g · u ) in Eq. (1) denotes the

hermodynamically-consistent solute-grain boundary interac-

ion [52 , 61 , 70] , where m g is the interaction parameter deter-

ining the interaction strength between solute atoms ( i.e. ,

ydrogen in this case) and a grain boundary, and g is the

henomenological function of grain order parameters { ψ g }:

( { ψ g } ) = 

∑ 

g [ − 1 
2 ψ 

2 
g + 

1 
4 ψ 

4 
g ] + γ

∑ 

g 

∑ 

g ′ >g ψ 

2 
g ψ 

2 
g ′ + 

1 
4 , which de-

ermines the topology of the solute-grain boundary interaction

otential that is non-zero only at the grain boundaries. For the

radient energy terms, in contrast to the original KKS model,

e consider both gradients of composition ( κu 
2 ( 

�
 ∇ u ) 2 ) and order

arameters ( 
∑ 

p,g,i, j 

κ pg 
η,i j 

2 ∇ i ηpg ∇ j ηpg ), where κu and κ pg 
η,i j 

are the

radient energy coefficients for composition and order parameters,

espectively. We note here that the gradient energy for the com-

osition may describe the possible isostructural phase separation

echanisms within the hydride phase. For example, as shown

n Fig. S1(b), the free energy curve of the δ-hydride exhibits a

ouble-well type feature, which incorporates the spinodal regime

 ∂ 2 f δm 

/∂ u 2 ≤ 0 ). Therefore, our model can handle the spinodal

ecomposition of the hydride phase under certain conditions.

he last term ( e coh ) of Eq. (1) represents the coherency strain

nergy arising from the phase transformations that create phase

oundaries. Detailed descriptions of the relevant physical factors

an be found in the following section. 
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Fig. 1. (a) Defined coordinate system for hcp (top) and fcc (bottom) structures; and (b) Graphical description of three distinct structural variants (top) of the δ-hydride, and 

their 3-fold symmetric relationship (bottom). 
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.2. Elastic interactions involving large volume expansion: mixed 

nterfacial coherency 

Hydride formation in a metal is associated with a large volume

xpansion due to the lower density of the hydride compared to

he parent metal. Therefore, the associated mechanical stress and

train play a critical role in determining the phase transformation

hermodynamics and kinetics. To compute the associated mechan-

cal strain energy arising from the interfacial coherency along with

he large volume expansion upon hydride formation within our

odeling framework, the transformation strain should be prop-

rly derived within the context of the Khachaturyan microelasticity

heory [71] . The formation of δ-hydrides in α-Zr is known to in-

olve the hcp to fcc crystallographic structural transformation with

he orientation relationship {0 0 01} α‖ {111} δ and 〈 11 ̄2 0 〉 α ‖ 〈 1 ̄1 0 〉 δ
72] . Accordingly, we define the x 1 − x 2 − x 3 coordinate system for

cp (top) and fcc (bottom) structures as described in Fig. 1 (a) for

he given orientation relationship. Note that the x 2 axis is paral-

el to the c -axis of the crystallographic coordinate system of the

cp structure. To systematically derive the corresponding stress-

ree transformation strain (SFTS) tensors, we decompose the trans-

ormation strain into three major components [73] : (I) shear along

 10 ̄1 0 〉 α directions to modify the stacking sequence for the hcp

o fcc structural change; (II) isotropic lattice distortion in {0 0 01} α
lanes; (III) d -spacing change along 〈 0 0 01 〉 α directions. 

Note that this transformation produces three distinct structural

ariants [66] associated with the three possible shearing directions

y which the fcc stacking sequence is established as shown in

ig. 1 (b) (top). Since those three variants obey a 3-fold symmetric

elationship, we may obtain the SFTSs for variants 2 and 3 by

pplying rotational symmetric operations to the SFTS for variant 1

see Fig. 1 (b) (bottom)). Therefore, we first derive the SFTS tensor

or variant 1 by considering the corresponding strain components

I), (II), and (III). For mathematical convenience and consistency,

e define the deformation gradient tensors for the individual

train components with respect to the x − x − x coordinate
1 2 3 
ystem defined in Fig. 1 (a). For the component (I) for the variant

, the deformation gradient tensor for the shear along x 1 direction

s given as 

 I ( 1 ) = 

( 

1 γ 0 

0 1 0 

0 0 1 

) 

, (8) 

here γ = ( 
√ 

3 a α
3 ) / c α with the lattice parameters a α and c α of

-Zr. For the components (II), the isotropic lattice distortion in

he x 1 − x 3 plane ( i.e. , basal plane) is described by the following

eformation gradient: 

 II = 

( 

1 + β 0 0 

0 1 0 

0 0 1 + β

) 

, (9) 

here β = ( 1 √ 

2 
a δ − a α) / a α is the lattice mismatch between α-Zr

nd δ-hydride along the x 1 − x 3 plane with the lattice parameters

 α and a δ , respectively. With regard to the component (III), the

 -spacing change along x 2 direction can be represented by 

 I I I = 

( 

1 0 0 

0 1 + ν 0 

0 0 1 

) 

, (10) 

here ν is the lattice mismatch along the x 2 direction. Note

hat the strain components (II) and (III) in Eqs. (9 ) and ( 10 ) are

ased on the fully coherent interface between α-Zr and δ-hydride.

owever, hydride formation involves large volume expansion,

hich usually leads to loss of the interfacial coherency due to

he formation of dislocations which accommodate the volume

hange. This may partially contribute to the characterized peak

roadening associated with the δ-hydride in the experimental

ynchrotron x-ray diffraction study [31 , 62] , which can be caused

y accumulated plastic and elastic strains. The possible impact of

he interfacial coherency loss on the hydride microstructure will

e discussed in Section 3.2 below. Therefore, to account for the

orresponding coherency loss, we define the lattice mismatch ν
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in Eq. (10) based on the semi-coherent interface assumption due

to the dislocation array in the direction normal to the basal plane

( i.e. , along x 2 direction in our coordinate system) [74 , 75] : 

ν = νsem 

= 

(
m ·

(
2 

√ 

3 

3 

a δ

)
− n · c α

)
/ ( n · c α) , (11)

where m and n are positive integers that represent the lattice

correspondence. In the limit of a perfectly coherent interface, the

( m , n ) pair becomes (1, 1) with no interfacial dislocations, resulting

in ν = νcoh = ( 2 
√ 

3 
3 a δ − c α) / c α . We note that although both m and

n are integers in Eq. (11) , ν can be simply parameterized by the

rational number q ( = m/n ) (we define q as a misfit parameter

hereafter). Note that the misfit parameter q can be characterized

by the interfacial dislocation density. 

For this mixed interfacial coherency case, we should assess

whether the derived deformation gradient tensors properly contain

the volumetric strain in order to correctly account for the trans-

formation strain energy contribution involving the large volume

change. Essentially, the deformation gradients for the SFTS should

reproduce the same volumetric strain regardless of coherency loss,

otherwise the total strain corresponding transformed volume can-

not be appropriately considered when it is reintroduced into the

matrix phase within the “Eshelby’s cycle” [76] , which is the basis

for the Khachaturyan microelasticity theory [71] employed in this

study. However, the volumetric strain associated with the deforma-

tion gradient tensor in Eq. (10) is underestimated for the mixed co-

herency case since the strain component ν is merely reduced with-

out proper consideration of the reduced amount of the strain. To

remedy this error, we introduce the additional deformation gradi-

ent that incorporates the underestimated volume change assuming

that this is equally distributed along the three orthogonal direc-

tions as the following: 

F v ol = 

( 

1 + ε 0 0 

0 1 + ε 0 

0 0 1 + ε

) 

, (12)

where ε corresponds to the underestimated volume change

element. To determine ε, we equate the volumetric strain

for the mixed coherency case with the perfect coherency

counterpart as a reference: ε v = det ( F coh 
I I I 

· F II · F I ( 1) ) − 1 =
det ( F v ol · F sem 

I I I 
· F II · F I (1) ) − 1 , where det (F ) represents

the determinant of the matrix F . This results in ε =
( 1 + ( νcoh − νsem 

) / ( 1 + νsem 

) ) 1 / 3 − 1 . By combining all the de-

rived deformation gradient tensors, the SFTS for the variant 1 is

written based on the finite strain formalism as the following: 

E 

0 0 0 ( 1 ) = ( 1 / 2 ) · ( C tot ( 1 ) − I ) , (13)

where C tot (1) is the right Cauchy–Green deformation tensor given

as [ F tot (1)] T · F tot (1) with the total deformation gradient tensor

F tot (1) = F v ol · F sem 

I I I 
· F II · F I (1) and its transpose [ F tot (1)] T . For the

SFTSs for the variants 2 and 3, we simply apply the rotational

symmetric operations around x 2 axis by 120 ◦ ( = 2 π/ 3 ) and

240 ◦ ( = 4 π/ 3 ) , respectively, as demonstrated in Fig. 1 (b): 

E 0 0 0 i j ( 2 ) = a R ik ( 2 ) · a R jl ( 2 ) · E 0 0 0 kl ( 1 ) , (14)

E 0 0 0 i j ( 3 ) = a R ik ( 3 ) · a R jl ( 3 ) · E 0 0 0 kl ( 1 ) , (15)

where [ a R 
ik 
(2) ] and [ a R 

ik 
(3) ] are the corresponding rotational trans-

formation matrices for variant 2 and 3, respectively. Supplemental

material S2 includes examples of computed SFTSs. 

To account for the inhomogeneous elastic responses in poly-

crystalline α-Zr containing δ-hydrides, we adapted the eigenstrain

and elasticity models developed in our prior work [52] . We for-

mulate the position-dependent total eigenstrain tensor ( E 0 
i j 

) as the
ollowing: 

 

0 
i j ( � r ) = 

∑ 

g 

θ ( g, � r ) 
∑ 

p 

E 00 
i j ( g, p, � r ) · H ( ηpg ) , (16)

here θ ( g, � r ) is the grain shape function that identifies the g th

rain ( θ = 1 within the grain and θ = 0 outside), and H ( ηpg ) is the

iecewise interpolation function of a structural order parameter

pg ( H = ηpg for ε ≤ ηpg ≤ ( 1 − ε) and H = η3 
pg ( 6 η

2 
pg − 15 ηpg + 10 )

or ηpg 〈 ε or ηpg 〉 ( 1 − ε) with a small value ε). Note that the high

rder polynomial near ηpg = 0 or 1 is employed to minimize the

nphysical shift of ηpg approaching the equilibrium values ( ηpg =
 or 1 ), which can arise from the strain energy contribution. To

efine the SFTSs in individual grains, we apply the rotational axis

ransformation by [ a G 
ik 
(g) ] from the grain local x 1 − x 2 − x 3 coor-

inate system defined on the given g th grain to the global refer-

nce X − Y − Z coordinate system. In addition, we employed a pos-

ible transformation strain relaxation factor near a grain boundary

53] by introducing the relaxation function ϕ( � r ) . This relaxation

actor implicitly considers the structural variant-grain boundary in-

eractions in our model. Therefore, the SFTS within the g th grain is

iven as 

 

00 
i j ( g, p, � r ) = ϕ ( � r ) · a G ik ( g ) · a G jl ( g ) · E 0 0 0 kl ( p ) , (17)

here ϕ( � r ) = [ ρ · ( φmax − φ) + ( φ − φmin ) ] / [ φmax − φmin ] with

he relaxation parameter ρ ( ρ = 1 : no relaxation , ρ = 0 :

ull relaxation ), φ = 

∑ 

g ψ 

2 
g , and E 0 0 0 

kl 
(p) is the SFTS in the

eference grain, which is defined in Eqs. (13 )–( 15 ). For the

osition-dependent elastic modulus tensor ( C ijkl ), we use the

ollowing mathematical expression: 

 i jkl ( � r , T ) = 

∑ 

g 

θ ( g, � r ) ·
[
h g ( { ηpg } ) · C δi jkl ( g, T ) 

+ ( 1 − h g ( { ηpg } ) ) · C αi jkl ( g, T ) 
]
, (18)

here θ ( g, � r ) is the grain shape function, h ({ ηpg }) is the interpo-

ation function that is consistently employed as in Eqs. (3 ) and ( 4 )

or smoothly connecting parameters for the two phases. The elastic

oduli of the δ and α phases within the g th grain are also defined

y applying the rotational axis transformation to the elastic moduli

n a reference grain as the following: 

 

δ
i jkl ( g, T ) = a G im 

( g ) · a G jn ( g ) · a G ko ( g ) · a G l p ( g ) · C δ,re f 
mnop ( T ) , (19)

 

α
i jkl ( g, T ) = a G im 

( g ) · a G jn ( g ) · a G ko ( g ) · a G l p ( g ) · C α,re f 
mnop ( T ) , (20)

here C 
δ,re f 
mnop (T ) and C 

α,re f 
mnop (T ) are the temperature-dependent elas-

ic moduli of δ and α phases, respectively, defined in a refer-

nce grain with respect to the x 1 − x 2 − x 3 coordinate system (see

ig. 1 (a)). These moduli in the x 1 − x 2 − x 3 coordinate system are

btained by applying the axis transformation to the moduli de-

ned on their regular Cartesian coordinate system. Note that the

lastic moduli of δ and α phases defined on the same x 1 − x 2 − x 3 
oordinate system automatically satisfy the associated orientation

elationship. 

.3. Governing kinetic equations 

The structural order parameters ( ηpg ) and the hydrogen compo-

ition ( u ) interactively coevolve in a way to eliminate the thermo-

ynamic driving force [21] . To simulate the temporal and spatial

volution of ηpg in a polycrystal, we employ the modified Allen-

ahn (or time-dependent Ginzburg–Landau) equation [53 , 77] writ-

en as the following: 

∂ ηpg 

∂t 
= θ ( g, � r ) 

[
−L 

(
∂ f 

∂ ηpg 
+ ω η · ∂q 

∂ ηpg 
− κg 

η,i j 
∇ i ∇ j ηpg + 

∂ e coh 

∂ ηpg 

)

+ ζg ( � r , t ) 

]
, (21)
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here θ ( g, � r ) is the grain shape function ( θ = 1 within the g th

rain, θ = 0 outside the g th grain), and L is the kinetic coefficient

note that we chose a large L ( L = 0 . 187 × 10 2 m 

3 / ( J · s ) ) for guar-

nteeing a diffusion-controlled process), and ζg ( � r , t ) is the Gaus-

ian Langevin noise term [53] . We chose ω η = 1 . 0 × 10 9 J/ m 

3 for

he structural transformations. The anisotropic gradient energy co-

fficient κg 
η,i j 

is taken into account in differently oriented grains

sing the transformation, κg 
η,i j 

= a G 
ik 
(g) · a G 

jl 
(g) · κ re f 

η,kl 
. The numerical

lgorithm to solve Eq. (21) can be found in our prior work [53] . 

For the composition field u , we solve the Cahn–Hilliard equa-

ion [78] for polycrystalline materials as the following: 

∂u 

∂t 
= 

�
 ∇ ·

[
h ( { ηpg } ) M δ

�
 ∇ 

(
∂ f δm 

∂ u δ

)
+ ( 1 − h ( { ηpg } ) ) M α

�
 ∇ 

(
∂ f αm 

∂ u α

)]
− �

 ∇ · M 

�
 ∇ ( m g g ( { ψ g } ) ) − �

 ∇ · M 

�
 ∇ 

(
κu ∇ 

2 u 

)
+ ζc ( � r , t ) , (22) 

here M δ and M α are the atomic diffusion mobilities of H

n δ- and α-phases, respectively, and ζc ( � r , t ) is the Gaussian

angevin noise term. These mobilities are parameterized by the

elf-diffusivity in our study using the Einstein relation: M φ =
 

sel f 

φ
/ ( F φRT ) , where D 

sel f 

φ
is the self-diffusivity, F φ is the tracer

orrelation factor determined by the crystallographic structure for

hase φ ( = α, δ) ( F α = 1 for the interstitial diffusion of hydrogen

n a dilute solid solution, and F α = 0 . 740 for interstitial diffusion

f hydrogen in a concentrated solid solution ZrH 1.58 [79] ), R is the

as constant, and T is the temperature. The phase-dependent dif-

usion mobility is modeled as M = h ( { ηpg } ) · M δ + ( 1 − h ( { ηpg } ) ) ·
 α . In addition, the equal chemical potential condition ( ∂ f/∂ u =
 f δm 

( u δ ) /∂ u δ = ∂ f αm 

( u α) /∂ u α) is applied to derive the first term of

q. (22) . To numerically solve Eq. (22) , we employed the semi-

mplicit Fourier-spectral method [80 , 81] . 

Note that the field variables are naturally coupled through the

ariational derivatives of the free energy functional defined in

q. (1) . However, since both elastic modulus and eigenstrain are

unctions of only the structural order parameter, the strain contri-

ution is only shown in Eq. (21) . For computing the internal strain

nergy generated by the hydride formation for solving Eq. (21) , we

se the mathematical formalism from the Khachaturyan microe-

asticity theory [71] . Assuming that the mechanical equilibrium

s established much faster than the diffusional and displacive (or

tructural) transformations, we solve the following mechanical

quilibrium equation based on the linear elasticity theory: 

 j · σi j = ∇ j ·
[
C i jkl ( � r ) ε el 

kl ( � r ) 
]

= 0 . (23) 

In Eq. (23) , the elastic strain ( ε el 
i j 

) is written as ε el 
i j 
( � r ) = ε̄ i j +

ε i j ( � r ) − E 0 
i j 
( � r ) , where ε̄ i j is the homogeneous strain that rep-

esents the macroscopic volume change, δɛ ij is the heteroge-

eous strain that represents the local strain perturbation, and E 0 
i j 

s the eigenstrain. Note that we consider the eigenstrain with

ixed coherency and inhomogeneous elastic modulus described in

qs. (16) and (18) , respectively. We numerically solve Eq. (23) using

he Fourier-spectral iterative perturbation method [82 , 83] . We then

ompute the coherency strain energy by (1 / 2) · C i jkl ( � r ) · ε el 
i j 
( � r ) ·

 

el 
kl 
( � r ) assuming the linear elasticity. 

. Computer simulation results and discussions 

This section presents our phase-field simulations and corre-

ponding analyses. We purposely chose the time and length scales

ith �x = �y = �z = 0 . 4 nm and �t = 5 . 3590 × 10 −13 s to re-

olve the microscopic microstructural mechanisms at early stages

f hydride formation. Note that the time and length scales within

his model can be extended employing coarser grid spacing and
onger time intervals if one simulates the later stages of coarsened

ydride microstructures. These extended scales will require hy-

othetically thicker metal/hydride interfaces, for which the equal

hemical potential condition implemented in our model eliminates

he unphysical interfacial potential [67] as we discussed above.

owever, the interfacial coherency needs to be appropriately mod-

fied to consider the coarsened hydrides that inevitably generate

normous strain energy if the interface is assumed to be coherent.

herefore, significant coherency loss is expected. In addition, some

icroscopic characteristics ( e.g. , multivariant micro-platelets) may

ot be resolved by the coarser grid spacing, which will require a

ew definition of the structural order parameter that can implicitly

nclude the microscopic aspects ( e.g. , order parameter that defines

 macro-platelet). 

We numerically solve the governing equations in the nondi-

ensionalized forms by �x ∗ = �x/ l 0 , �t ∗ = �t/ t 0 , f ∗ = f/ E 0 ,

 

∗
η = ω η/ E 0 , m 

∗
g = m g / E 0 , κ∗ = κ/ ( E 0 · l 2 

0 
) , C ∗

i j 
= C i j / E 0 , L ∗ =

 · t 0 · E 0 , D 

∗ = D/ D 0 and ∇ 

∗ = l 0 · ∇ , where l 0 ( = 1 . 0 × 10 −9 m ) is

he characteristic length, E 0 ( = 1 . 0 × 10 9 J/ m 

3 ) is the characteristic

nergy, D 0 ( = 1 . 866 × 10 −8 m 

2 /s ) is the characteristic diffusivity,

nd t 0 ( = l 2 
0 
/ D 0 = 5 . 3590 × 10 −11 s ) is the characteristic time.

e include the corresponding input parameters including the

ALPHAD database for the Zr-H system in Supplemental material

4 , and temperature-dependent elastic moduli, temperature-

ependent lattice parameters, and hydrogen diffusivities in Sup-

lemental material S5 . To verify the thermodynamically-consistent

mplementation of the thermodynamic model with the database

nd the interfacial parameters within our modeling framework,

e first analyzed the simulated fundamental thermodynamic

quilibrium and interfacial properties in Supplemental material S3 . 

.1. Morphological instability of multivariant hydride microstructures 

The hydride precipitate morphology is generally determined by

he coupled anisotropies in interfacial energy and coherency strain

nergy. Assuming that the strain energy is a more dominant factor

han the interfacial energy for hydride formation involving large

olume expansion, we first consider the strain energy anisotropy

hat may dictate hydride morphology. One of the key variables in

ur SFTS model in Eq. (13) for hydride formation is the interfacial

oherency state within the mixed coherency concept. In particular,

he lattice mismatch νsem 

in Eq. (11) of our model can be mod-

fied to represent the variation of the interfacial coherency state

etween hydride and matrix phases. To investigate the impact of

he coherency state, we first explore the morphological change of

he hydride with the varying lattice mismatch. 

To determine the strain energy-driven orientation of the

abit plane ( i.e. , phase boundary) between the hydride and ma-

rix phases, we numerically identify the interface normal � n 0 =
( n 0 

1 
, n 0 

2 
, n 0 

3 
) that minimizes the orientation-dependent coherency

train energy density B ( � n ) = C i jkl E 
0 0 0 
i j 

(1) E 0 0 0 
kl 

(1) − n i σ
0 
i j 
� jk σ

0 
kl 

n l ,

here σ 0 
i j 

= C i jkl E 
0 0 0 
kl 

(1) , and �−1 
jk 

= C jilk n i n l , as a function of the

isfit parameter q following the Khachaturyan microelasticity the-

ry [71 , 76] . Since this theory is based on the homogeneous elastic

odulus approximation, we use the average modulus of δ-hydride

nd matrix ( α-Zr) phase. Specifically, we note that we trace n 0 
2 

 = cos ( ψ), see the inset of Fig. 2 (a)), which indicates the angle

etween the x 2 axis and 

�
 n 0 , to characterize the experimentally

elevant morphological re-orientation tendency with respect to the

 2 axis later. The habit plane with n 0 
2 

= 1 is aligned normal to x 2 
 i.e. , parallel to the basal plane), while one with n 0 

2 
= 0 is aligned

long x 2 ( i.e. , parallel to the prismatic plane). Fig. 2 (a) shows the

omputed variation of n 0 
2 

as a function of the misfit parameter q .

nterestingly, two distinct habit plane modes are identified for this

ystem as shown in Fig. 2 . One (Mode II) of the two habit plane
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Fig. 2. (a) Variation of n 0 2 ( = cos ( ψ) ) as a function of the misfit parameter q ; and 

(b) Average strain energy density ( 〈 B ( � n ) 〉 ) over all possible phase boundary orien- 

tations for the given misfit parameter q . 
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modes is more aligned with the basal plane in the hcp coordinate

system in Fig. 1 , and its orientational variation with changing p is

relatively flat. On the other hand, the orientation of the other habit

plane mode (Mode I) changes more drastically with varying q ,

and the variation becomes more sensitive to the misfit parameter

q when n 0 
2 

approaches 0, which corresponds to the boundary

parallel to the prismatic plane. We also trace the variation of the

overall strain energy for different coherent states. To characterize

the overall strain energy, we computed the average strain energy

density ( 〈 B ( � n ) 〉 ) over all possible phase boundary orientations

for the given misfit parameter q assuming that all possible phase

boundary orientations can be expressed. Fig. 2 (b) shows the com-

puted 〈 B ( � n ) 〉 as a function of the misfit parameter q . Note that this

quantity alone does not determine the specific coherency state

accommodating the given volume expansion. Rather, the < B ( � n ) ≥
profile in Fig. 2 (b) might carry the information about the energetic

propensity of the phase boundary orientation with the varying

coherency state. Intriguingly, the strain energy profile bears a

minimum at a certain coherency state ( q = 0 . 93 ). This is mainly

because our SFTS model incorporates the conservation of the

volumetric strain upon the variation of the coherency state. Noted

that the characteristic strain energy landscape becomes flatter

when the misfit strain parameter q approaches a minimum. This

may indicate that the coherency state can relatively easily vary

near this minimum from the strain energy penalty point of view

since it does not require significant variation in the strain energy

upon changing the coherency state ( i.e. , misfit parameter q ). 
It should be emphasized that the above theoretical analysis only

pplies to the single variant case. Although the analyzed morpho-

ogical tendency is an important basis for explaining the phys-

cal factors determining the multivariant hydride microstructure,

lastic interactions among different variants cannot be fully de-

cribed by the analysis. Moreover, this analysis does not carry

he impact of the interfacial energy anisotropy although it could

e less impactful compared to the strain energy when a large

olume change is involved. To directly investigate the hydride

orphological behaviors when the multiple variants and interfacial

nergy anisotropy are simultaneously involved, we designed and

erformed 3D (288 �x × 288 �y × 288 �z ) control phase-field sim-

lations employing a finite number of hydride particles with dif-

erent variants. For the initial configuration for the simulations, we

mbedded 6 spherical δ-hydride particles, for which all 3 possible

tructural variants are equally assigned, in the supersaturated α-Zr

atrix (with overall composition u 0 = 0 . 2 ) as shown in Fig. 3 (a).

o promote the kinetic interactions between different variants dur-

ng their growth, we purposely populated those particles in a

ay that those hydride particles are closely located to each other.

ig. 3 (b–g) shows the cross sections of the simulation results at

 = 20 , 0 0 0�t for different magnitudes of the misfit parameter q . 

First of all, our simulations clearly indicate that the multivari-

nt hydride morphology is highly sensitive to the misfit parameter

 . As q increases up to the fully coherent state ( q = 1), the mul-

ivariant hydride microstructure becomes morphologically more

nstable. More specifically, for q = 0 . 72 ∼ 0 . 84 , δ-hydride variants

xhibit stacking behaviors, while the individual variants tend to

ndependently grow for q = 0 . 92 ∼ 1 . 00 . In the case of q = 0 . 88 ,

oth behaviors are observed at the same time. Importantly, these

icrostructural behaviors can be understood by considering the

oupled anisotropic effects of coherency strain energy and inter-

acial energy. Note that the phase boundary orientation analysis

ased on the coherency strain energy density B ( � n ) and inter-

acial energy anisotropies determines the equilibrium shape of

 precipitate in principle. On the other hand, this analysis may

rovide the information about the kinetic morphological tendency

n terms of orientation for the growing precipitate before reaching

he equilibrium state as illustrated in Fig. 4 (a). To specifically

bserve the impacts of these anisotropies, we compare the early

tages of the temporal evolution of hydride variants for the cases

ith q = 0 . 80 (mixed coherency) and q = 1 . 00 (full coherency) as

hown in Fig. 4 (b). 

As one can see from the figure, for q = 1.00, individual hydride

ariants tend to grow in a direction almost parallel to the basal

lane since one (Mode II) of habit plane modes in Fig. 2 (a) is quite

lose to the basal plane ( i.e. , n 0 
2 

= 1 ) and the other mode (Mode

) highly deviates from n 0 
2 

= 0 . In this case, the growth tendency

long the basal plane can be synergistic with the anisotropy in the

nterfacial energy, which is smaller along the basal plane direction

s discussed above (also see the illustration in Fig. 4 (a)). Therefore,

ndividual variants have a strong growth tendency along the basal

lane direction. Note that this behavior lowers the chance that

he growing variants meet to form twin boundaries. Therefore,

he stacking behavior is rarely observed. On the other hand,

or the case with q = 0 . 80 , the growth direction of individual

ydride variants is more inclined toward the direction along the

 2 -axis as shown in Fig. 4 (b). This behavior may be governed

y the combined effects of the identified habit plane modes (or

rowth tendencies) in Fig. 2 (a). The interface normal of Mode I is

lmost perpendicular to the x 2 axis ( n 0 
2 

is close to 0) and n 0 
2 

of

ode II is smaller than the fully coherent ( q = 1.00) interface coun-

erpart. As a result, the growing variants are more likely to meet

ogether to form twin boundaries parallel to the basal plane. Note

hat the corresponding twin boundary energy is 0.080 J/m 

2 in our

odel according to our numerical calculations using the formula
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Fig. 3. Cross sections of 3D (288 �x × 288 �y × 288 �z ) control phase-field simulations: (a) Embedded 6 δ-hydride particles in α-Zr as an initial configuration; (b–g) Multi- 

variant hydride microstructures for several misfit parameter q at 20, 0 0 0 �t . 

Fig. 4. (a) Illustration of growth tendencies associated with the two habit plane (HP) modes; and (b) Initial stage of multivariant microstructure evolution for two selected 

coherency states (white: variant 1, blue: variant 2, magenta: variant 3). (For interpretation of the references to color in this figure legend, the reader is referred to the web 

version of this article.) 
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n Eq. (S4). This is even smaller than the interphase boundary en-

rgy along the basal plane between α- and δ-phases. In addition,

y forming twin boundaries ( i.e. , by stacking variants), the shear

train components of the transformation strain can be cancelled

ut ( i.e. , strain accommodation). For example, this can be noticed

y summing shear strain tensor components of our SFTSs in Table

1 over all three variants ( i.e. , 
∑ 3 

p=1 E 
0 0 0 
i j 

(p) for i  = j ), resulting in

ero. This indicates that those twin boundaries are energetically

table and can be maintained even at later stages once they are

ormed, which explains the formation of a morphologically more

table macro-platelet (or a variants packet) consisting of several

ydride micro-platelets for q = 0 . 72 ∼ 0 . 84 . Note that the growth

irection of the macro-platelet is effectively inclined toward a

irection normal to the basal plane by alternating the variants.

his stabilized stacking behavior may explain a coarse stacking

tructure of multiple hydride plates at later stages of hydriding as

xperimentally observed (see Fig. S3 in Supplemental material S6

or the transmission electron microscopy (TEM) images). 

.2. Hydride formation and possible reorientation mechanisms 

In the previous section, we focused on specifically controlled

ydride microstructural configurations. In this section, we in-

estigate more naturally formed hydride microstructures. For

his purpose, we designed relaxed 3D (288 �x × 288 �y × 288 �z )

hase-field simulations incorporating random fluctuations of or-
er parameters and composition fields to capture more realistic

ydride microstructures precipitated in supersaturated Zr–H solid

olutions (with the overall composition u 0 = 0 . 17 ). This simula-

ion setup can be considered as the undercooled solid solution af-

er a dissolution process [31 , 62 –64] . To focus on the interactions

mong the hydride variants, we did not include grain boundaries

n these simulations. We performed simulations for different co-

erent states ranging from q = 0 . 72 to q = 1 . 00 . We found that, for

 < 0.80, the simulation system is stuck in metastable states where

he entire simulation domain is occupied by wide hydride layers

ithout forming α/ δ interfaces ( i.e. multilayer system). The order

arameter values significantly deviate from their equilibrium val-

es. This can be somehow explained by the strain energy argu-

ent. According to our calculations in Fig. 2 (b), the average strain

nergy 〈 B ( � n ) 〉 , which is associated with the coherency strain en-

rgy density arising from the α/ δ interphase boundary, becomes

arge as the misfit parameter q decreases. We speculate that the

train energy penalty for forming the interphase boundaries for

 < 0.80 is too large for the system to accommodate. Therefore, the

ystem is rather likely to only form twin boundaries that can re-

uce the total strain energy and interfacial energy within the sys-

em. Since we are not sure if this state is real, we exclude these

ases from our analyses and discussion. 

Fig. 5 shows the simulated hydride microstructures for selected

ases of q , which clearly exhibit separated hydride precipitates

rom the parent phase. For the fully coherent case ( q = 1 . 00 )
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Fig. 5. Simulated 3D hydrides microstructures (white: variant 1, blue: variant 2, magenta: variant 3 for order parameters) in Zr single crystals at t = 50 , 0 0 0�t formed by 

random fluctuations of order parameters and composition for (a) fully coherent interfaces (left: 3D order parameter profile, right: 3D composition profile); and (b) mixed 

coherent interfaces with decreasing q (cross sections of order parameter profiles). (For interpretation of the references to color in this figure legend, the reader is referred to 

the web version of this article.) 
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in Fig. 5 (a), the individual variants grow mostly independently

without forming twin boundaries. However, as q decreases for

the mixed coherency case in Fig. 5 (b), more stacking behaviors

to form macro-platelets are clearly observed (see the cases with

q = 0 . 82 , 0 . 88) . This trend is consistent with the results of our

control simulations in Section 3.1 (see Fig. 3 ). In addition, the

formation of a macro-platelet consisting of several micro-platelets

of Zr hydrides were discussed by Chung et al. [84] . Note that the

effective growth direction of the macro-platelet is also affected

by the misfit parameter q . In particular, the case with q = 0 . 82

includes the macro-platelets more aligned along x 2 axis than the

case with q = 0 . 88 or q = 0 . 92 . More importantly, this behavior

is directly connected to the hydride re-orientation under the

applied load. Experimental observations clearly demonstrate the

re-oriented hydride microstructures as a result of dissolution

and re-precipitation during heating and cooling cycles under

load [31 , 62 –64] . Our simulation results and theoretical analysis

may capture and explain the experimentally observed hydride re-

orientation behaviors. As explained in our simulations, the stacking

behaviors and the effective growth direction of the macro-platelets

are sensitive to the misfit parameter q ( i.e. , coherency state along

the c -axis (or x 2 -axis)). In addition, as discussed above, the phase

boundary alignment driven by Mode I in Fig. 2 (a) is highly sen-

sitive to q within the range of 0.71 < q < 1.00. At the same time,

the average strain energy density 〈 B ( � n ) 〉 is flat near its minimum

( q = 0 . 93) . All these analyses may explain the propensity of intro-

ducing structural defects for varying the coherency state to accom-

modate the large volume expansion under applied load. This is

because varying the misfit parameter q near 0.93 does not require

a large strain energy penalty in spite of the drastic change in the

growth tendency of the hydride variant. We speculate that this is

also evidenced by the characteristic diffraction signature indicating

permanent peak broadening from the synchrotron x-ray diffraction

experiments for the reprecipitated/re-oriented hydrides [31 , 62] .

The possibility of the peak broadening caused by strain broadening

due to elastic and/or plastic strains arising from structural defects
 e.g. , dislocations) is also discussed in the experimental study [62] .

onsidering all these factors, we propose a possible re-orientation

echanism that the applied load induces structural defects that

estroy the coherency of hydride/metal interfaces along the c -axis

nd result in the stacking behaviors of hydride micro-platelets,

esulting in a macro-platelet effectively aligned along the c -axis. 

.3. Elastic interactions between applied stress and hydrides 

The mechanism proposed in the previous section is associated

ith the inelastic interactions between the applied load and hy-

ride variants. In this section, we explore the elastic interactions

hat may affect the hydride microstructures. We considered sev-

ral types of applied stresses to account for possible applied load-

ng conditions in service of cladding Zr alloys. We also performed

D (288 �x × 288 �y × 288 �z ) phase-field simulations incorporat-

ng random fluctuations of ηpg and u fields under the applied

tress conditions. For the interfacial coherency state, we first chose

he fully coherent case ( q = 1 . 00 ) to isolate the effect of the ap-

lied stress. Fig. 6 (a) and (b) shows simulated 3D hydride mi-

rostructures under an applied normal stress along the x 1 direction

 σ appl 
11 

= 500 MPa ) and an applied shear stress ( σ appl 
12 

= −50 MPa ),

espectively, as examples. For both loading conditions, we could

bserve that only two hydride variants (variants 2 and 3) are se-

ected to nucleate and grow. The hydride microstructural behavior

nder the applied shear stress can be understood by the fact that

he SFTSs for those two variants contain the negative shear com-

onents, which are aligned with the applied shear stress direction,

n contrast to variant 1 as shown in Table S1. As a result, individual

ariants may differently respond to the shear stress. However, vari-

nt selection under an applied normal stress cannot be explained

y the argument associated with the SFTSs since all three variants

ave the same normal components of the SFTS along the x 1 direc-

ion. Rather, we speculate that the anisotropic elastic moduli of the

ifferently oriented variants may respond differently to the uniax-

al stress along the x direction. 
1 
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Fig. 6. Simulated Zr hydrides microstructures (at t = 50 , 0 0 0�t) under applied 

loads (white: variant 1, blue: variant 2, magenta: variant 3): (a) Fully coherent case 

under the applied normal stress ( σ appl 
11 

= 500 MPa ); (b) Fully coherent case under 

the applied shear stress ( σ appl 
12 

= −50 MPa ); (c) Mixed coherent case under the ap- 

plied normal stress ( σ appl 
11 

= 500 MPa ); and (d) Mixed coherent case under the ap- 

plied shear stress ( σ appl 
12 

= −50 MPa ). (For interpretation of the references to color in 

this figure legend, the reader is referred to the web version of this article.) 
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Motivated by the identified variant selection behavior under the

pplied stress for the fully coherent case, we next explore the cou-

led effects of coherency loss and applied stress. We choose the

isfit parameter q = 0 . 88 , for which the hydride variants exhibit

oth stacking and independent growth behaviors under no applied

tress as discussed in Section 3.1 . We also performed 3D phase-

eld simulations for the mixed coherent case under the same ap-

lied stress conditions as the fully coherent cases discussed above.

ig. 6 (c) and (d) shows the x 1 - x 2 cross sections of the simulated

ydride microstructures under the applied normal stress ( σ appl 
11 

=
00 MPa ) and the applied shear stress ( σ appl 

12 
= −50 MPa ), respec-

ively. To better capture the impact of the applied stress, these mi-

rostructures can be compared with ones with the same coherency

tate ( q = 0 . 88 ) without the applied stress in Fig. 5 (b). For the ap-

lied normal stress, the variant selection does not effectively occur

n contrast to the fully coherent case. Therefore, we may conclude

hat the pure elastic interactions between the normal stress and

ydrides cannot explain the variation of the hydride microstruc-

ural features when mixed coherency is involved. 

On the other hand, under an applied shear stress, only vari-

nts 2 and 3 are expressed as we observe in the fully coherent

ase. More importantly, the stacking tendency consisting of those

wo variants is enhanced compared to the case without an ap-

lied shear stress. As a result, the clearly defined macro-platelets

ncluding the two variants are more aligned with the x 2 -axis (or c -

xis). Therefore, this coupled effect can be another type of the re-

rientation mechanism for hydride formation under applied load.

s we mentioned, hydride re-orientation phenomenon is observed

hen precipitation occurs under an applied tensile stress higher

han a threshold value [31 , 62–64] . However, we note that, under

n applied normal stress, some grains of a polycrystalline Zr al-

oy specimen can be locally under an applied shear stress depend-

ng on the sample geometry and/or the grain orientation especially
or the elastically anisotropic materials. In addition, according to

ur simulation, the variant selection behavior can occur even un-

er a small magnitude ( ∼ 50MPa) of shear stress. Hence, if the co-

erency loss can be established by the applied stress, the proposed

e-orientation mechanism mediated by those coupled effects may

eadily operate in polycrystalline Zr alloys. 

.4. Effects of grain boundaries in polycrystals 

So far, we have considered hydride formation in a single crystal.

owever, Zr alloys in service contain multiple grains separated

y grain boundaries (GBs). Therefore, GB-hydrogen and/or GB-

tructural variant interactions can play key roles in determining

elective hydride nucleation behaviors at GBs [85 , 86] and associ-

ted hydride microstructures. However, our understanding of roles

f GBs has yet to be established. In this section, we interrogate the

mpacts of grain boundaries on hydride microstructure formation.

or simulating the formation of hydrides interacting with GBs, we

mployed 3D (288 �x × 288 �y × 288 �z ) static grain structures,

hich were generated by the phase-field grain growth model

87 , 88] of which details can be found in our previous work [53] . 

To isolate the effects of GBs, we first consider a simple bi-

rystal that contains a flat GB, which accounts for all the modeling

actors associated with the interactions with a GB. To exclude

he effects of grain-to-grain misorientation, we assigned 0 ◦ to one

rain and 180 ◦ to the other grain. We generated two representative

ypes of bi-crystals: one containing a GB parallel to the basal plane

 i.e. , parallel to x 1 - x 3 plane, GB type 1, see Fig. 7 (a)); and the other

ontaining a GB perpendicular to the basal plane ( i.e. , parallel

o x 2 - x 3 plane, GB type 2, see Fig. 7 (b)). Note that GBs are also

ormed at top and bottom planes in Fig. 7 (a), and left-hand side

nd right-hand size planes in Fig. 7 (b) in our simulation domains

ue to the applied periodic boundary condition. First of all, we

nvestigate the effects of the hydrogen-GB interaction strength by

arying the magnitude of the interaction parameter m g in the free

nergy functional in Eq. (1) for the two cases of bi-crystals. Note

hat the interaction parameter m g is related to the grain boundary

egregation potential, which is determined by the grain

oundary energy variation with segregating hydrogen at a grain

oundary. We choose the mixed coherency case with q = 0 . 82 for

hose cases. We set the GB relaxation parameter ( ρ of ϕ( � r ) in

q. (17) ) to be 1.0 to exclude the effects of the relaxation of the

ransformation strain at a GB. 

Fig. 7 (c–e) shows the hydride variants microstructures with GB

ype 1 and Fig. 7 (f–h) shows the microstructures with GB type

 for increasing m g . In both cases, as the interaction becomes

tronger, we noticed more hydrides formed at GBs. This is also ev-

denced by the expressed hydride densities at the top plane for

B type 1 and the right-hand side plane for GB type 2. This be-

avior should arise from the more grain boundary segregation of

 [89] with the increasing interaction parameter m g [61] . For the

ame bi-crystals, we also performed 3D simulations for different

agnitudes of the GB relaxation parameter ( ρ of ϕ( � r ) in Eq. (17) )

or the eigenstrain. In this case, we also employed non-tilted bi-

rystals containing both GB types without grain boundary segre-

ation of hydrogen ( m 

∗
g = 0 . 0 ) to focus on the sole impact of the

B relaxation. Fig. 8 shows the simulated hydrides microstructures

nly for GB type 2 as an example. We varied the relaxation pa-

ameter from ρ = 1 . 0 (No relaxation) to ρ = 0 . 5 (half relaxation).

s shown in the figure, the grain boundary relaxation effectively

nduces the grain boundary nucleated hydrides (see the hydride

ensity on the right-hand side GB plane) by relaxing the energy

arrier caused by the transformation strain, which is consistent

ith our prior work [53] . This is also true for the GB type 1 al-

hough these are not shown in the figure. This GB nucleation be-

avior seems qualitatively similar to that induced by the GB-solute



272 T. Heo, Kimberly B. Colas and Arthur T. Motta et al. / Acta Materialia 181 (2019) 262–277 

Fig. 7. Simulated δ-hydrides (with mixed coherency q = 0 . 82 ) microstructures (at t = 40 , 0 0 0�t) in two representative bi-crystals of α-Zr (white: variant 1, blue: variant 2, 

magenta: variant 3). (a) Bi-crystal containing GB type 1; (b) Bi-crystal containing GB type 2; (c–e) δ-hydrides with GB type 1 with increasing m g ; and (f-h) δ-hydrides with 

GB type 2 with increasing m g . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 8. Simulated δ-hydride (with mixed coherency q = 0 . 82 ) microstructures (at t = 40 , 0 0 0�t) in α-Zr bi-crystals (GB type 2) with the decreasing GB relaxation parameter 

ρ (white: variant 1, blue: variant 2, magenta: variant 3). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this 

article.) 
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interaction discussed above. However, we note that the physical

origin of GB nucleation is quite different. GB-solute interaction-

induced nucleation is promoted by the GB segregation of hydro-

gen, which preferentially populate hydrogen at GB and results in

the composition exceeding the solubility limit. On the other hand,

GB relaxation-induced nucleation is driven by the lowered barrier

for the structural transformation due to strain relaxation. 

Importantly, as one can see from the figure, the hydride vari-

ants respond differently to the same GB-solute interaction param-

eter depending on types of GBs in terms of population density and

morphology. Similar behaviors were also observed for the GB re-

laxation parameter. This different response cannot be solely ex-

plained by either GB segregation-induced or GB relaxation-induced

nucleation. Rather, it can be rationalized by the geometric relation-

ship between GB plane orientation and hydride growth direction

since the multivariant hydride morphology and their growth be-

haviors are strongly anisotropic as we witnessed in our simulations

in previous sections. 

Fig. 9 (c–f) shows the cross sections of simulated 3D hydride

microstructures for q = 0 . 82 (mixed coherency) and m 

∗
g = 3 . 0 for

the two types of GBs. For GB type 1, no significant effect of GB on

the hydride variants morphology was observed (see Fig. 9 (c) and

(d) for the order parameter profile and the composition profile,
espectively). The hydride variants and hydrogen composition are

lightly more populated at a GB (see the highlighted region by a

ellow rectangle in Fig. 9 (c) and (d)) than grain interior. On the

ther hand, for GB type 2, grain boundary hydrides exhibit signif-

cantly different morphological features compared to intragranular

ydrides (see Fig. 9 (e) and (f) for the order parameter profile

nd the composition profile, respectively). The grain boundary

ydrides show the more compact stacking behavior and well

ligned along the grain boundary plane (see the highlighted region

y yellow rectangles in Fig. 9 (e) and (f)). These observed behaviors

n both cases indicate that the hydride variant-GB interaction

an be synergistic when the effective growth direction of the

ydride macro-platelet is aligned with the grain boundary plane

rientation [89] . As discussed in Section 3.2 , the macro-platelets of

ydrides grow effectively along the c -axis (or x 2 -axis) for a misfit

arameter q = 0 . 82 , which is parallel to GB type 2. By the coupled

ffects of the GB segregation of hydrogen and the geometrical

lignment, the micro-platelets tend to be localized at the GB,

esulting in their stacking to form a macro-platelet growing along

he grain boundary plane. This argument may be supported by

he simulations for hydrides with the full interfacial coherency

 q = 1 . 00 ). We carried out 3D phase-field simulations for this fully

oherent case incorporating the two types of GBs. For GB type 1, in
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Fig. 9. Cross sections of simulated δ-hydrides microstructures (at t = 40 , 0 0 0�t) in two representative bi-crystals (a,b) (with the GB-solute interaction parameter m 

∗
g = 3 . 0 ) 

of α-Zr. (c,d) Hydride microstructure for GB type 1 and q = 0 . 82 ; (e,f) Hydride microstructure for GB type 2 and q = 0 . 82 ; (g) Hydride microstructure for GB type 1 and 

q = 1 . 00 ; and (h) Hydride microstructure for GB type 2 and q = 1 . 00 . White/blue/magenta represent variant 1/variant 2/variant 3. (For interpretation of the references to 

color in this figure legend, the reader is referred to the web version of this article.) 
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ontrast to the mixed coherency case with q = 0 . 82 , GB hydrides

re localized at and aligned with the grain boundary plane as

hown in Fig. 9 (g) for the full interfacial coherency. On the other

and, as shown in Fig. 9 (h) for GB type 2, the hydrides with the

ull interfacial coherency ( q = 1 . 00 ) are not populated at the GB.

s our simulations in the previous section demonstrated (see

ig. 5 (a)), the individual hydride variants for the full coherency

ase grow in a direction more aligned along the basal plane

ithout stacking behaviors. Therefore, those hydride variants can

ore easily interact with and reside at the geometrically more

ligned GB type 1 than GB type 2 which is almost perpendicular

o the variant growth direction. Recently, similar selective forma-

ion behaviors of intergranular hydrides in Zr alloys have been

xperimentally observed and analyzed by electron backscatter

iffraction (EBSD) [90] . 

More importantly, these behaviors indicate an additional prob-

ble mechanism for hydride re-orientation associated with inter-

ctions with GBs. As proposed in Section 3.2 , the applied load

ay tend to create structural defects, resulting in interfacial co-

erency loss. In this case, the hydride variants may interact more

trongly and selectively with the grain boundaries perpendicular to

he basal plane than other grain boundary orientations. However,

hen no structural interfacial defects are generated (due to small

r no applied load), the variants are more selectively interact with

he grain boundaries parallel to the basal plane. These switching-

ike behaviors of GB-hydride interactions responding to the inter-

acial coherency loss may enhance the re-orientation of hydrides

aused by the applied load. We note that this mechanism may not

e effective if the grain boundaries are mostly oriented in the cir-

umferential direction ( i.e. , GB type 1 are mostly expressed in a

rain structure). 

We next explore the impacts of the grain misorientation on the

ydride microstructures. To account for the textured grains, we

onsider a slightly tilted bi-crystal for which only the right-hand

ide grain was rotated. We also choose the misfit parameter

 = 0 . 82 (mixed coherency) and the GB-solute interaction param-

ter m 

∗
g = 3 . 0 for this case. Fig. 10 shows the cross sections of

imulated 3D (288 �x × 288 �y × 288 �z ) hydride microstructures.

otably, in the rotated right-hand side grain, only two variants are

elected to nucleate and grow, exhibiting the stacking behavior.
his behavior is somewhat similar to the hydride microstructure

nder the shear stress as discussed in Section 3.3 (see Fig. 6 (d)).

he rotated right-hand side grain is mechanically constrained by

 neighboring grain (left-hand side grain). At the same time, the

eighboring grain contains hydrides that give rise to significant

olume expansion. Therefore, it is possible that the volumetrically

trained left-hand side grain may naturally exert the shear stress

r strain on the right-hand side grain, resulting in variant selection.

We finally conducted 3D (288 �x × 288 �y × 288 �z ) phase-field

imulations of hydride formation in a polycrystal for demonstrating

he simulation capability of the developed model. For the initial α-

r microstructure, we prepared a static grain structure containing

3 grains (see Fig. 11 (a)). The grain morphology in our grain struc-

ure is equiaxed so as to represent a generic grain microstructure.

ote that the average grain size of the grain structure in our com-

utational domain is much smaller than that of realistic polycrys-

alline Zr alloys. However, we also note that the generated grain

tructure is sufficient for running demonstrative simulations since

t incorporates key physical factors discussed above. Polycrystalline

r alloys in service exhibit a basal pole texture with the strong

0 0 02} pole intensity along the normal or radial directions [31] . For

implicity, we first assumed the completely textured grain orienta-

ions ( i.e. , no variation of the grain orientations). For the overall

omposition, we also choose u 0 = 0 . 17 . We choose the GB-solute

nteraction parameter m 

∗
g = 3 . 0 and the GB relaxation parameter

= 0 . 0 (no relaxation). Fig. 11 (b) shows the simulated multivari-

nt hydride microstructures in a polycrystal. For better visualiza-

ion of the GB-hydride interactions, we overlapped the grain struc-

ure image on the hydride microstructure images. For the given

onditions, both intragranular and intergranular hydrides are ob-

erved. As expected, the hydrides formed along GBs are observed

s indicated by yellow dashed ovals in the figure in addition to

omogeneously nucleated hydrides inside grains. To observe the

mpact of grain orientations in a polycrystal, we also performed

 simulation incorporating a small variation in the orientations

f individual grains with the ranges of −( π/ 36 ) ≤ αg ≤ ( π/ 36 ) ,

( π/ 36 ) ≤ βg ≤ ( π/ 36 ) , −( π/ 72 ) ≤ γg ≤ ( π/ 72 ) , where αg , βg ,

g are the Euler angles that characterize the grain orientations.

s shown in Fig. 11 (c), we could also observe populated hydride

ariant stacks at GBs. However, some grains exhibit non-stacking
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Fig. 10. Cross sections of simulated δ-hydrides (with mixed coherency q = 0 . 82 ) microstructures (at t = 40 , 0 0 0�t) bi-crystals with grain rotation. White/blue/magenta 

represent variant 1/variant 2/variant 3. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 11. (a) Prepared polycrystalline α-Zr for simulating δ-hydride formation; (b) Simulated δ-hydride microstructure in a polycrystal without grain orientation variation (at 

t = 40 , 0 0 0�t); (c) Simulated δ-hydride microstructure in a polycrystal with grain orientation variation ( t = 40 , 0 0 0�t); and (d) Hydride volume fraction as a function of 

time for single and polycrystals. White/blue/magenta represent variant 1/variant 2/variant 3 in (b) and (c). (For interpretation of the references to color in this figure legend, 

the reader is referred to the web version of this article.) 
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behaviors of hydrides (highlighted in a green dashed oval in the

figure). Similar to the bi-crystal case with a rotated grain, those

grains are expected to be under the internal shear stress exerted

by the natural mechanical constraint established by neighboring

grains containing volume expansion due to hydride formation. We

note that qualitatively similar types of various GB-hydride interac-

tions have been experimentally characterized for a hydrided poly-

crystalline Zr alloy [90] . 

To compare hydride formation in polycrystals with the single

crystal counterpart, we monitor the hydride volume fraction,

which was measured by a criterion η ≥ 0.45, as a function of time.

Fig. 11 (d) explicitly shows that the hydride formation kinetics at

early stages in both cases of polycrystals are faster than in the

single crystal case. This can be easily understood by the early

nucleation of GB hydrides mediated by GB segregation of hydro-

gen discussed above. Intriguingly, our simulations show that two

polycrystals exhibit quite similar kinetics of the hydride volume

fractions at early stages, while they become different in the later

stages. In particular, for the polycrystal containing small variation

of grain orientations, the hydride formation kinetics becomes

slower compared to the polycrystal without the grain orientation

variation. It may be understood by the fact that the early stages

are governed by the GB nucleated hydride formation for which

both polycrystals have same amount of heterogeneous nucleation

sites (or GB area). However, the later stages are governed by

the kinetics of growth of already nucleated hydrides at GB as

well as intragranular nucleation-and-growth of hydrides. Both

processes can be affected by the long-range internal stress field
53] that is sensitive to the grain orientations and evolving phase

icrostructures. To support this argument, we also monitored

he internal stress built up within the system upon hydrides for-

ation. We chose the hydride microstructures in a single crystal

nd polycrystals with similar volume fractions of hydrides at later

tages. We then evaluate the von Mises stress defined as: σv M 

=
 

( 1 / 2 )[ ( σ11 −σ22 ) 
2 + ( σ22 −σ33 ) 

2 + ( σ33 −σ11 ) 
2 + 6( σ 2 

23 
+ σ 2 

31 
+ σ 2 

12 
) ] . 

he spatial profiles of the computed von Mises stress are shown

n Fig. 12 (a) for corresponding microstructures. The stress profiles

learly indicate that internal stresses are highly concentrated

t or near hydrides. Our separate calculations (see the inset of

ig. 12 (b)) of the local pressure ( = −( σ11 + σ22 + σ33 ) / 3 ) confirm

hat the formed hydrides are compressively stressed. This trend

s consistent with available experimental observations using the

-ray synchrotron diffraction technique [64] . By analyzing the

omputed von Mises stress profiles, we obtained the statistics

f the magnitudes of the von Mises stress over the entire sys-

em for the three microstructures. Fig. 12 (b) includes the stress

istributions for the single crystal and the two polycrystals. The

istribution for the polycrystal with the grain orientation variation

xhibits the notable difference from the distributions of other

wo cases. As we discussed above, this may be the reason for

he different volume fraction kinetic behavior at later stages of

ydride formation in the polycrystal with the grain orientation

ariation (see Fig. 11 (d)). Moreover, the similar stress distributions

f the single crystal and the perfectly textured polycrystal (with

o grain orientation variation) cases may explain the similar
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Fig. 12. (a) Computed von Mises stress profiles for single crystal and polycrys- 

tals containing similar volume fractions of formed hydrides; and (b) Statistical von 

Mises stress distributions over entire systems for the three cases (inset: statistics of 

computed local pressures). 
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lopes of the volume fraction curves at later stages for the two

ases in Fig. 11 (d). Note that those slopes at later stages in both

ases are dominated by the homogeneous nucleation-and-growth

f hydrides, of which the kinetic barrier involves more significant

nternal stresses. Therefore, our simulations for polycrystalline

-Zr verify that the hydride formation kinetics is highly sensitive

o the grain texture and the associated internal stress due to

ormation of hydrides themselves. 

. Summary 

In this study, a comprehensive phase-field model was devel-

ped for investigating hydride formation and their morphologies

nvolving large volume expansion in single and polycrystalline

etals employing the δ-hydride formation in α-Zr as a model

ystem. Consequently, we emphasize three novel features of our

odel and simulation study. First, we successfully implemented

ey necessary modeling factors for modeling hydride formation in

olycrystalline metals within the phase-field framework, including

he thermodynamic free energy functions based on the sublattice

odel and CALPHAD database, the phase-dependent diffusivities

f hydrogen, the hydrogen-GB interaction, and the inhomogeneous

lasticity for the two-phase multivariant polycrystal. Second, we

ntroduced the mixed interfacial coherency concept for deriving the

tress-free transformation strains for hydride variants involving

arge volume expansion. Third, our devised model allows for a

arametric simulation study, by which we could add new insight

nto hydride microstructure formation mechanisms associated with

he interfacial coherency variation and hydride-grain boundary

nteractions. We performed computer simulations, which quali-

atively captured several of experimentally characterized hydride

icrostructural features including stacking behaviors and inter-

ctions with grain boundaries [90] (see Fig. S4 in Supplemental

aterial S6 for example). 
More specifically, the model permitted performing controlled

imulations for exploring the morphological (in)stability of multi-

ariant hydrides upon interfacial coherency variation. This behav-

or was explained by referring to the identified habit plane modes

or the different coherency states. We also carried out phase-

eld simulations incorporating random fluctuations of field vari-

bles to observe the behaviors of naturally nucleated δ-hydrides in

ingle- and bi-crystals of α-Zr. By analyzing our phase-field sim-

lation results, we propose three possible hydride re-orientation

echanisms: 

• Mechanism 1 : The applied load may induce structural defects

at hydride/metal interfaces, which cause interfacial coherency

loss along the c -axis. The corresponding coherency state vari-

ation affects the growth direction of individual hydride vari-

ants and eventually enhances hydride stacking behavior, leading

to the effective growth of the macro-platelets of the hydrides

more aligned along the c -axis. 

• Mechanism 2 : The possible shear component of the applied

stress, which may arise from grain texture or sample geometry,

causes the selection of certain variants of hydrides due to inter-

actions between the shear stress and the shear component of

the transformation strain. This variant selection behavior cou-

pled with coherency loss along the c -axis induces more com-

pact stacking behaviors of the selected variants, resulting in the

growth of the macro-platelets more aligned along the c -axis. 

• Mechanism 3 : Individual hydride variants with fully coherent

hydride/metal interfaces tend to independently grow and be

more aligned along the basal plane. These fully coherent vari-

ants interact more strongly with and segregate to grain bound-

aries aligned along the basal plane. On the other hand, accord-

ing to the proposed Mechanism 1, the coherency loss along the

c -axis enhances the stacking tendency of the hydride variants,

leading to the growth of the macro-platelet aligned along the

c -axis. These macro-platelets tend to segregate at grain bound-

aries aligned along the c -axis. Therefore, the re-orientation ten-

dency due to coherency loss is enhanced by those hydride-grain

boundary interaction behaviors. 

The developed model can also be employed to simulate the hy-

ride formation in generic polycrystalline α-Zr containing multiple

rains. Our simulations demonstrated that the kinetics of hydride

ormation is strongly affected by the grain texture and the internal

tress arising from the precipitated hydrides themselves. 

Our present model is comprehensively descriptive in terms of

perating physical factors that determine the hydride microstruc-

ural features. On the other hand, our approach includes a few lim-

tations, which require further development for the better predic-

ive capability of the model. First, our current phase-field model

ncorporating new concepts carries additional free parameters such

s the misfit parameter q . Although we performed parametric sim-

lation studies for those parameters, more detailed experimental

erification is required to further refine the concepts. Second, the

echanical equilibrium and coherency strain energy formalisms

re based on the linear elasticity theory, although the stress-free

ransformation strain involving large volume expansion is based on

he nonlinear (finite strain) theory. Our model can be extended by

mplementing the entirely nonlinear self-consistent elasticity for-

alism for polycrystals in the context of the phase-field microe-

asticity framework. Third, we assume the static misfit parameter

 during formation and growth of the hydride phase. The model

or the misfit parameter can be refined by introducing the mecha-

isms for the natural onset of interfacial coherency loss and the

ariation of the coherency state in response to applied loads or

ocal stresses/strains. This may require a proper model that takes

nto account creation or activity of interfacial defects ( e.g. , dislo-

ations) based on the constitutive laws for plasticity. Fourth, our
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model ignores the impacts of interfacial defects on the energet-

ics for simplicity. In particular, the interfacial energy can vary

depending on the interfacial defect density [91] . The model for the

gradient energy coefficients can be extended to include their misfit

parameter-dependences. 

We emphasize that this proposed comprehensive modeling

framework is generally applicable to phase transformations involv-

ing diffusional processes, crystallographic structural changes, and

large volume expansion in many other materials systems. 
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