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The development of TEM-visible damage in materials under irradiation at cryogenic temperatures cannot
be explained using classical rate theory modeling with thermally activated reactions since at low temper-
atures thermal reaction rates are too low. Although point defect mobility approaches zero at low temper-
ature, the thermal spikes induced by displacement cascades enable some atommobility as it cools. In this
work a model is developed to calculate ‘‘athermal” reaction rates from the atomic mobility within the
irradiation-induced thermal spikes, including both displacement cascades and electronic stopping. The
athermal reaction rates are added to a simple rate theory cluster dynamics model to allow for the sim-
ulation of microstructure evolution during irradiation at cryogenic temperatures. The rate theory model
is applied to in-situ irradiation of ZrC and compares well at cryogenic temperatures. The results show
that the addition of the thermal spike model makes it possible to rationalize microstructure evolution
in the low temperature regime.

� 2017 Elsevier B.V. All rights reserved.
1. Introduction

The degradation of material properties is one of several limiting
factors in nuclear reactor performance. This process occurs, in part,
by microstructural and microchemical changes induced by irradia-
tion, and prediction of microstructure evolution is necessary as
part of an accurate prediction of future material performance in a
reactor environment. Rate theory is a method by which
microstructure evolution under irradiation is modeled [1–3]. Sim-
ilar to chemical rate theory, systems of equations involving species’
concentrations and reaction rates are solved to yield defect cluster
concentrations. Reactions are generally controlled by diffusion of
the reactants and are, as such, dependent on temperature.

A simple rate theory approach is to consider the equal produc-
tion of interstitials and vacancies with the only allowable reaction
being the mutual annihilation of those species by recombination.
In that regime Ci ¼ Cv ¼ C and the governing equation for this sys-
tem is

@C
@t

¼ G� RC2 ð1Þ

where C is the concentration of interstitials and vacancies, G is the
rate of production of interstitials and vacancies, and R is the rate
constant for recombination with the term RC2 being the rate of
recombination. The analytical solution for this equation is

C tð Þ ¼
ffiffiffiffi
G
R

r
tanh

ffiffiffiffiffiffi
GR

p
t

� �
ð2Þ

and describes a system in which the concentrations of interstitials
and vacancies increase until being limited by mutual recombination
at C ¼ ffiffiffiffiffiffiffiffiffi

G=R
p

after a time t ¼ 1=
ffiffiffiffiffiffi
GR

p
. This system is referred to as

recombination-dominated.
Reactions in the rate theory framework are typically diffusion-

controlled. The rate constant R is therefore proportional to the dif-
fusion coefficients of the reactants. Because of this, as the temper-
ature decreases, so do the diffusion coefficients which causes the
steady-state defect concentration, C ¼ ffiffiffiffiffiffiffiffiffi

G=R
p

, to increase. For the
rate constant R defined as in Eq. (17), and for reasonable values
of the relevant properties in ZrC, the steady-state atomic concen-
tration of interstitials and vacancies is on the order of 10�5 at
300 K. For the same parameters at 50 K, however, the concentra-
tion of defects is unphysically � 1, indicating that the high tem-
perature model is no longer valid. The defect concentration at
room temperature, while high, is within reason, but the concentra-
tion at 50 K is completely non-physical.

This demonstrates a fundamental limitation of the typical rate
theory approach: classical rate theory does not model the
microstructure evolution at low temperatures in any meaningful
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way. The same is true for more complex systems where individual
defects can agglomerate into defect clusters, such as dislocation
loops and voids. At very low temperatures, the slow diffusion con-
trolled reactions would inhibit the nucleation and growth of defect
clusters in the rate theory framework.

In-situ irradiation of ZrC was previously performed at tempera-
tures ranging from 20 K to 1073 K [4]. The observed microstructure
evolution did not vary greatly over the temperature range of 20 K
to room temperature; small ‘‘black-dot” defects appeared after an
incubation dose and their density increased until saturation with-
out growing to form distinct dislocation loops. The black-dot
defects are clusters with size estimated on the order of tens of indi-
vidual defects. The presence of an incubation dose indicates that
the defects resolvable by transmission electron microscopy (TEM)
were not produced directly in single displacement cascades but,
rather, formed over time during irradiation. At 20 K, a slow accu-
mulation of defects into larger aggregates by thermal diffusion is
not viable given the low defect diffusion coefficient at these tem-
peratures [5], thus another process is required to explain these
results.

In this work, we present an addition to rate theory which relies
on the defect mobility within displacement cascades. In particular,
the thermal spike model of Vineyard [6] is used to calculate an
‘‘athermal”, radiation-driven component for each reaction rate that
is effective even at cryogenic temperatures. This baseline irradia-
tion response can then be added to the usual thermally activated
processes to model the reactions at all temperatures. The new
reactions are applied to basic ZrC rate theory for evaluation, and
these results are reviewed in the context of the experimental mea-
surements of average defect diameter and density as functions of
dose. Further recommendations for improving the model are
provided.

2. Athermal reaction rates

Atomic collisions with energetic ions transfer energy to lattice
atoms during ion irradiation. In this model, this deposited energy
drives reactions even at low ambient temperature through defect
mobility within the cascade, as put forward by Vineyard [6]. Fol-
lowing Vineyard, the initial collision is considered as an instanta-
neous point-source of heat. The heat then thermally diffuses
outwardly in the radial direction of a spherically symmetric sys-
tem. The local temperature increase due to the addition of heat
by the collision results in a number of atomic jumps which cause
reactions that would not otherwise occur at these temperatures.
For ion irradiation, additional electronic stopping is considered as
an instantaneous line-source of heat. This heat instead diffuses
outwardly in the radial direction of a cylindrically symmetric
system.

The thermal spike model is applied to diffusion controlled reac-
tions. Being diffusion controlled, the reaction rate density takes the
form

ðrateÞdiff ¼ A expð�E=ðkBTÞÞ ð3Þ
where A is a constant, E is the energy barrier, kB is the Boltzmann
constant, and T is the temperature. For a homogeneous medium
with constant thermal conductivity and heat capacity, the heat
equation is solved with solutions [6]

Tsðr; tÞ ¼ qC1=2

4pjtð Þ3=2
 !

exp
�Cr2

4jt

 !
ð4Þ

for the spherical thermal spike and

Tcðr; tÞ ¼ �
4pjt

� �
exp

�Cr2

4jt

 !
ð5Þ
for the cylindrical thermal spike, where r is the radial distance from
the center of the thermal spike, t is the time from the initiation of
the thermal spike, q is the energy of the spherical thermal spike, �
is the energy deposited per unit line length in the cylindrical ther-
mal spike, j is the thermal conductivity of the material, and C is the
heat capacity of the material. The total number of reactions result-
ing from the thermal spikes, g, is calculated by integrating the reac-
tion rate density over the whole thermal spike with
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0
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0
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for spherical thermal spikes and
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for cylindrical thermal spikes, where Cð5=3Þ is the gamma function
evaluated at 5/3.

The rate of reactions resulting from thermal spikes is then cal-
culated from the results of Eqs. (6) and (7). The number of reac-
tions resulting from a spherical cascade is calculated using the
average collision energy, the result of which is then multiplied
by the number of collisions per unit volume and time, u. The num-
ber of reactions per unit line length is calculated using the average
electronic stopping power and is then multiplied by the ion flux, /.
The average spherical thermal spike energy is calculated as the
average of all SRIM cascade energies weighted to the 5/3 power,
and the average cylindrical thermal spike energy is the electronic
stopping power averaged over the thickness of the thin-foil. The
final result for the thermal spike reaction rate density follows as

ðrateÞspike ¼ gsuþ gc/ ¼ A

ffiffiffiffiffiffiffiffi
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p
Cð5=3Þq5=3u

10pjC2=3ðE=kBÞ5=3
þ �2/
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" #

ð8Þ
such that the temperature-dependent exponential term of Eq. (3) is
replaced by a term evaluated using a combination of material prop-
erties and irradiation parameters.

The material properties needed to evaluate Eq. (8) are found in
the literature, and the irradiation parameters were specifically
evaluated for this work. The Stopping and Range of Ions in Matter
(SRIM) [7] is a Monte Carlo program commonly used to simulate
ion irradiation, and it was used while planning the in-situ irradia-
tion experiments of ZrC to find the relationship between damage
level in displacements-per-atom (dpa) and ion fluence. In this sim-
ulation, the average displacement cascade energy was found to be
9361 eV, and the number of cascades per ion was extracted from
the text-based collision details. These parameters are used to
define the spherical thermal spikes. The average electronic stop-
ping power, 1100 eV nm�1, was estimated from the SRIM graphical
user interface ionization plot. This is used to define the cylindrical
thermal spike.

The total reaction rate is defined as the sum of the thermal dif-
fusion reaction rate and the thermal spike reaction rate.

ðrateÞ ¼ ðrateÞdiff þ ðrateÞspike

¼ A expð�E=ðkBTÞÞ þ
ffiffiffiffiffiffiffiffi
3=5

p
Cð5=3Þq5=3u

10pjC2=3ðE=kBÞ5=3
þ �2/
8pjCðE=kBÞ2

" #

ð9Þ
The behavior of this new formula is easily understood from

inspection. At very low temperatures, T � ðE=kBÞ, the thermal dif-
fusion term approaches zero and only the thermal spike reaction
rate remains. At higher temperatures, both the thermal diffusion



Fig. 1. (a) The temperatures at which the ‘‘athermal” thermal spike reaction rate
contributes 99%, 50%, and 1% of the total reaction rate for reaction energy E. (b) The
athermal reaction rate fraction of the total reaction rate as a function of
temperature for 0.47 eV reaction energy, Zr interstitial migration in ZrC.

Table 1
Rate theory model parameters.

Zr interstitial formation energy Efi
Zr interstitial migration energy Emi

Zr interstitial diffusion prefactor D0i

Zr vacancy formation energy Efv
Zr vacancy migration energy Emv
Zr vacancy diffusion prefactor D0v

Displacement rate G

Defect survival fraction v
Sample thickness L
Atomic volume X

Interstitial bias
Ion flux /

Displacement cascade rate u
Average displacement cascade energy q
Average electronic stopping power �
Thermal conductivity j
Heat capacity C

Di-interstitial binding energy Ebið2Þ
Di-vacancy binding energy Ebv ð2Þ
Recombination radius rc
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reaction rate and thermal spike reaction rate contribute. Compar-
ing the thermal diffusion reaction rate of Eq. (3) with the thermal
spike reaction rate of Eq. (8), there exists a temperature at which
the two reaction rates have equal magnitude, T�.

T� ¼ � E
kB

ln

ffiffiffiffiffiffiffiffi
3=5

p
Cð5=3Þq5=3u

10pjC2=3ðE=kBÞ5=3
þ �2/
8pjCðE=kBÞ2

 !" #�1

ð10Þ

Above this temperature, the thermal diffusion reaction rate
contributes the majority of the total reaction rate, and below this
temperature the ‘‘athermal” thermal spike reaction rate con-
tributes the majority of the total reaction rate. The equivalent
temperature is plotted as a function of reaction energy in Fig. 1
(a) for the in-situ irradiation of ZrC using the parameter values
listed in Table 1. Additionally, lines denoting 1% and 99% ather-
mal contribution to the total reaction rate are included. For reac-
tions controlled by interstitial migration of Zr in ZrC
ðEmi ¼ 0:47 eVÞ, the results indicate that the reaction rate for ther-
mal spikes becomes dominant below 176 K. The athermal fraction
of the total reaction rate is shown for these reactions as a func-
tion of temperature in Fig. 1(b). The transition from the athermal
to the thermal regime is nearly completed in the temperature
range of 150 K to 200 K.
3. ZrC rate theory model

As reported previously [4,8], the dynamics of ZrC microstruc-
ture evolution under irradiation are thought to be controlled by
the Zr sublattice such that the visible defects are inferred to be zir-
conium interstitial clusters. This is because anti-site defects are
energetically unfavorable [9], and the high concentration of struc-
tural vacancies on the carbon sublattice would suppress the build-
up of carbon interstitials. Additionally, the migration energy for
zirconium vacancies is too high for cluster growth to occur at the
low temperatures it is observed. Therefore, this model considers
only Zr vacancies and interstitials and clusters of each defect. In
addition, only point defects, Zr interstitials and vacancies, are pro-
duced during irradiation, and only these point defects are mobile.
This is done for simplicity and also because not much information
is known on defect cluster mobility and defect cluster production
in displacement cascades in ZrC.
8.72 eV [9]
0.47 eV [5]

2:2� 10�7 m2/s

7.19 eV [9]
5.44 eV [5]

1:1� 10�6 m2/s

1:3� 10�3 dpa/s

0.4
100 nm

2:596� 10�29 m3

1.05

6:25� 1015 ions/m2s

6:36� 1024 1/m3s

9361 eV
1100 eV/nm
25 W/(m K) [14]

3:2� 106 J/(m3K) [14]

1.2 eV [8]
0.25 eV [8]

2:714� 10�10 m
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The defect reactions considered in this model include the fol-
lowing: 1. recombination when point defects of opposite nature
combine to reform the perfect lattice, 2. formation of a defect clus-
ter when point defects of the same nature react to create a larger
cluster, 3. growth of a defect cluster after absorbing a point defect
of the same nature, 4. shrinkage of a defect cluster by the emission
of a point defect of the same nature, 5. shrinkage of a defect cluster
after absorbing a point defect of the opposite nature, and 6. loss of
point defects to the thin-foil sample surface, considered as an inex-
haustible sink.

The general form of these equations and the rate constants are
in line with previous work in Ref. [8]. Although the equations are
provided as developed for thermal diffusion reaction rates, in prac-
tice the rate constants are modified as explained in Section 2. The
rate theory equations are given by
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where the CVn and CIn are the concentrations of vacancy and inter-
stitial clusters of size n with CV1 and CI1 being the concentrations of
single vacancies and interstitials. G is the displacement rate and v is
the surviving point defect fraction once the displacement cascade
cools. The direct formation of clusters, n > 1, in the cascade is not
considered.

The equations are truncated to a maximum interstitial cluster
size of I atoms and a maximum vacancy cluster size of V vacancies.
I and V are chosen to be large enough such that the concentration
of defects of the maximum cluster size is negligible (i.e. so that
defect clusters do not grow and end up piling-up in the largest
cluster size). In the formulation used here, these values increase
with temperature, where I ¼ 5000 and V ¼ 500 are used at 50 K
and increase to I ¼ 50000 and V ¼ 500 at 500 K.

The term Kþ indicates the forward reaction rate constant
between two defects and the term K� indicates the backward reac-
tion rate constant for dissociation of defects. The forward reaction
constant is defined by the steady-state flux of defects to a station-
ary spherical sink with the form

Kþ ¼ 4prD ð17Þ
where D is the diffusion coefficient of the relevant defect and r is the
interaction radius. The diffusion coefficient is of the typical form,
D ¼ D0 expð�Em=kBTÞ, where D0 is the diffusion prefactor. The inter-
action radius is taken as the sum of the reactants’ physical radii and
a recombination radius, rc . For the reactions involving two diffusing
species, the diffusion coefficients of the two reactants are added.
Reaction rates involving two interstitial type defects were
multiplied by an interstitial bias of 1.05 to account for their greater
elastic interaction than vacancies [10].

The backward reaction (emission of defects from a defect
cluster) is defined as

K� ¼ Kþ

X
exp

�Eb

kBT

� �
ð18Þ

where X is the atomic volume, Eb is the binding energy of the defect
to the cluster in question and kB is the Boltzmann constant. Follow-
ing Soneda and De La Rubia, the binding energy is given the form
[11]

EbðnÞ ¼ A� B n2=3 � n� 1ð Þ2=3
h i

ð19Þ

where A and B are constants. These constants are found by
considering that binding energy tends toward the point defect
formation energy at large sizes, and the binding energies for
di-interstitials and di-vacancies are as calculated in Ref. [8]. In
particular,

A ¼ Ef

and

B ¼ Ef � Ebð2Þ
22=3 � 1

are used in this work. Ebð2Þ is the binding energy of the
di-interstitial and di-vacancy.

Due to the small thickness of the TEM samples used during in-
situ irradiation, the surfaces act as strong sinks for mobile defects.
The rate theory equations are not developed here with explicit spa-
tial dependence to model that behavior. Loss of defects to the sur-
face is instead expressed through another rate constant, KS. A
parabolic concentration profile of migrating defects within the foil
is assumed with the maximum concentration at the center of the
sample and zero concentration at the two surfaces. The total flux
of defects to the two surfaces was then calculated as a function
of the average defect concentration. When divided by the sample
thickness, this represents the average rate density of defect
loss to the sample surfaces. The rate density of defects lost to
surfaces is

KSC ð20Þ
where

KS ¼ 12D
L2

ð21Þ

and L is equal to the thickness of the sample.

4. Results and discussion

The addition of the thermal spike model to reaction rate con-
stants is discussed first. The thermal diffusion reaction rate at
which interstitials cluster to form di-interstitials is given by

ðrateÞdiff ¼ KI1I1CI1CI1 ¼ 8p 2rI þ rCð ÞCI1CI1D0
� �

exp
�Emi

kBT

� �
ð22Þ

where the term in square brackets is equivalent to A in Eq. (3).
Calculation of the ‘‘athermal” thermal spike reaction rate and total
reaction rate is as shown in Section 2. Dropping the terms for
interstitial concentration, CI1 , from each leaves only the rate con-
stants which are shown in Fig. 2 as functions of temperature.
The athermal reaction rate dominates at low temperatures, the
thermal diffusion reaction rate dominates at high temperatures,
and a continuous transition is observed between the two at
176 K where the two are equal. This temperature is as shown in



Fig. 3. Rate theory simulation results showing (a) defect density and (b) average
diameter of all interstitial clusters, di-interstitials and larger, using only thermal
diffusion controlled reaction rates and with the addition of ‘‘athermal” thermal
spike reaction rates at 1 dpa.

Fig. 2. The thermal diffusion, ‘‘athermal” thermal spike, and combined reaction rate
constants as functions of temperature for the reaction of two interstitials forming
an interstitial cluster. The athermal-thermal equivalence temperature is marked
and corresponds to the interstitial migration energy, 0.47 eV, in Fig. 1.

2 This data was not quantified previously because the thickness of this sample was
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Fig. 1 and corresponds to the reaction energy of 0.47 eV, the
migration energy of interstitials. It is clear that the addition of
the thermal spike reaction rate avoids the precipitous drop in
reaction rates at low temperature that happens when only thermal
diffusion controlled reactions at the ambient temperature are
considered.

The system of rate theory cluster dynamics equations with
additional ‘‘athermal” thermal spike reaction rates was solved for
temperatures ranging from 50 K to 500 K. The parameters used in
the model are shown in Table 1. References for values are provided
when available, but otherwise physically reasonable values of the
parameters were chosen. An adaptive time step algorithm was
used as described in Ref. [12], where each time step was accepted
if the estimated relative truncation error was below 10�3. Each
time step was solved iteratively to a relative convergence criteria
of less than 10�5. The simulation data is aggregated into defect
cluster average diameter and density for easy presentation. It
should be noted that only the data for interstitial clusters is shown;
it was found that vacancy clusters never grew large enough to be
visible in TEM (> 1:5 nm diameter).

Fig. 3 shows the density and average diameter of all intersti-
tial clusters using only thermal diffusion controlled reaction
rates and with the addition of ‘‘athermal” thermal spike reaction
rates. The nucleation and growth of interstitials is controlled
mainly by the interstitial migration energy, 0.47 eV. From
Fig. 1 it is shown that the transition from athermal to thermal
regimes occurs at 176 K for this reaction energy. At temperatures
much greater than this temperature, the simulations produce
similar results, as seen with the overlapping lines above 300 K
in Fig. 3. In the simulation below this temperature, the reaction
rates exponentially fall with decreasing temperature in the
absence of the additional thermal spike model. While the simu-
lation with athermal reactions levels off below 175 K, the model
without athermal reactions behaves erratically. First, the density
increases significantly as compared to the other model1 before
becoming numerically insignificant as the reaction rates approach
zero and defects cannot cluster.

A simulation at 50 K with the ‘‘athermal” thermal spike model
included is compared to experimental values in Fig. 4. Only defects
1 This behavior is reproduced in large part by disabling dissociation reactions in the
thermal spike model.
with diameter greater than 1.5 nm (representing the minimum
defect size visibility in the TEM) are shown. The experimental val-
ues at 673 K, 873 K and 1073 K are reproduced from Ref. [4]. Addi-
tionally, a single point was added from the in-situ irradiation of
ZrC0.9.2 Overall, the results of the calculation exhibit several desir-
able attributes which compare well with the experimental results:

1. There is an incubation period of approximately 0.5 dpa before
visible defects can be seen.

2. The defect density saturates after a few dpa.
3. The defect diameter does not grow to large sizes.
4. The magnitude of the defect density, approximately 1023 m�3

after saturation, is similar to experiment.

More importantly, without the addition of the athermal reac-
tion rates, no TEM visible defects would have been formed. The
ot measured. The density error bars at 50 K represent the range of thicknesses
reviously measured in other samples. Also, the diffraction condition is a semi-weak
¼ 220 dark-field, as opposed to the g ¼ 002 condition that was used for the other
ata points.
n
p
g
d



Fig. 5. Rate theory simulation results showing (a) defect density and (b) average
diameter of all interstitial clusters (di-interstitials and larger) and visible interstitial
clusters (greater than 1.5 nm diameter) with the additional ‘‘athermal” thermal
spike reaction rates at 1 dpa.

Fig. 4. Rate theory simulation results for (a) defect density and (b) average
diameter at 50 K (line) and comparison to experimental values obtained from in-
situ irradiation (markers). The rate theory results show only data for defects that
are expected to be visible (> 1:5 nm diameter). The error bars are shown only for
the data set with the largest error.
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addition of the athermal reaction process produces better results
that are of the same order of magnitude as experiment at low tem-
perature. This process would be expected to have similar effect for
very high dose rate situations as well.

The rate theory cluster dynamics modeling results for average
defect diameter and density as a function of temperature and dose
are shown in Fig. 5 for both all and only visible interstitial clusters
using the ‘‘athermal” thermal spike reaction rates. The model pro-
duces results that are independent of temperature from 50 K up to
150 K, demonstrating that the athermal mechanisms are still dom-
inant up to 150 K. By 200 K, interstitial diffusion has become ther-
mally activated and surpassed the athermal contribution. The
break-even temperature for thermal vs. athermal interstitial
migration is 176 K, so the reactions involving interstitials have
increased in rate while other reactions with higher activation
energy have not increased significantly from the athermal regime.
This results in interstitial clusters growing more quickly. Since
many of the defects were below the visibility criteria at 50 K, the
increased loop growth greatly increases the visible defect density
while the total cluster density decreases. Further increases in tem-
perature above 200 K result in decreasing defect density and
increasing defect average diameter. These trends match those
observed from experiments.
However, the rate at which the model’s prediction of defect
density and diameter changes with temperature is much higher
than observed experimentally. The in-situ measurements of defect
size and density did not change by more than an order of magni-
tude over temperatures ranging from 50 K to 1073 K, in contrast
to the model calculations which show much larger changes in
defect density and size with temperature. This occurs because
interstitial migration, which activates first at 0.47 eV, dominates
the other reactions which leads to significant defect growth as
the temperature increases. All other processes activate at energies
that are too high for the temperature range of 50 K to 1073 K. For
example, vacancy diffusion, with migration energy 5.44 eV, does
not thermally activate until 1783 K (see Fig. 1). The experimental
results which begin to show defect growth in the range of 300 K
to 473 K would indicate an activation energy in the range of
0.8 eV to 1.4 eV based on the athermal model.

From these results, the diffusion of interstitials and vacancies
alone cannot explain the full irradiation behavior of ZrC, and addi-
tional reactions would need to be added for a complete model.
While it has not been studied thoroughly in ZrC, the direct produc-
tion of defect clusters has been observed in molecular dynamics
simulations of displacement cascades [13] and could occur during
irradiation. This would reduce the production of mobile defect
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clusters and could alter nucleation kinetics. Additionally, the rela-
tions used to calculate binding energy of point defects to defect
clusters may not be accurate for all defect sizes. Finally, it is easy
to imagine that small defect clusters are also mobile, and, because
they are below the resolution limit of TEM, would not be observed
during the in-situ experiment. Further study of the direct produc-
tion of defect clusters in displacement cascades and the formation
and migration energy of defect clusters is required to improve the
accuracy of rate theory modeling of radiation damage in ZrC.

This work shows how a thermal spike model can be applied to
generate athermal reaction rates for rate theory cluster dynamics
simulations of microstructure evolution during irradiation. Using
physical parameters and a simple model, the simulation in the
athermal regime matched well with experiment. The same proce-
dure outlined in this work can be applied to any thermally acti-
vated process to calculate athermal reaction rates and can
therefore be applied to more complicated models. The thermal
spike model is most applicable to low temperature or high damage
rate irradiation conditions, and simulation of ion irradiation
microstructure evolution may benefit the most from its use. Sev-
eral simplifications were used in the derivation of the thermal
spike model, including spherical/cylindrical geometry symmetry
and constant defect density in the vicinity of the thermal spike.
The impact of these simplifications should be assessed in future
work, possibly using molecular dynamics simulations of displace-
ment cascades.
5. Conclusion

A thermal spike model was formulated to calculate athermal
reaction rates to address the low temperature deficiency of classi-
cal rate theory models. The thermal spike reaction rate was added
to a simple rate theory cluster dynamics model of radiation dam-
age and applied to in-situ irradiation results of ZrC. The resulting
rate theory model can be applied at all temperatures and
overcomes the fact that most thermally activated processes
do not occur at cryogenic temperatures. The results of the
calculation with the athermal model showed several qualitative
improvements over the purely thermal model in comparison to
experimental observations. The results of the model, however,
changed more rapidly with temperature than experiment,
indicating that further work is needed to develop a model that
works at all temperatures. In such circumstances the thermal spike
model can be successfully used to augment rate theory modeling
to predict irradiation damage at low temperatures.
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